ADVANCED RESEARCH METHODS
COURSE AIMS

The course aims to provide you with a comprehensive, advanced understanding and appreciation of what quality academic research is and how to get about it.

COURSE OBJECTIVES

To actualize the above stated aims, the course has well-defined set of specific objectives at the beginning of each unit. These objectives are meant for you to read and internalise them before you study the unit. You will need to refer to them during your study of the unit to check on your progress. You should also look back at the objectives after completing a unit; this will assist you in ascertaining your level of attainment of the stated objectives of the unit.

Consequently, the overall objectives of the course are given below. By attaining these objectives, you should have attained the aims of the course as a whole. Thus, on successful completion of this course, you should be able to:

- list the basic procedures for conducting academic research
- explain the role of academic research for academic practice
- state the interrelationships between the various classifications of research
- know how to use the computer to source for academic information
- describe historical research with examples
- evaluate critical theory as a paradigm of academic research
- examine the different sampling methods used in data collection for surveys
- list the threats to internal and external validity of a survey instrument
- explain how “correlation does not imply causation”
- comment critically on the differences between causal-comparative and correlation research
- differentiate the several types of quasi-experimental design
- describe a simple experiment
- outline the advantages and limitations of factorial designs
- identify the types of repeated measures design
• distinguish between analysis of variance and analysis of covariance
• express some of the advantages and disadvantages of multivariate analysis
• state the methodology and data analysis of time series design
• give some possible examples of trend studies in London
• discuss some of the problems of meta-analysis
• explain the types of measurement
• describe the major processes involved in test construction
• discuss the advantages and limitations of questionnaires, interview schedules, rating scales, and attitude/interest inventories as measurement instruments
• distinguish between descriptive and inferential statistical tools in data processing
• exemplify the use of parametric and non-parametric techniques in data analysis.

STUDY UNITS

The study units in this course are as follows:

**Module 1** Nature, Classifications and Information Sources of Academic Research

- Unit 1 Definitions, purposes and procedures of academic research
- Unit 2 Classifications of academic research
- Unit 3 Sources of academic information

**Module 2** Basic Types of Academic Research

- Unit 1 Humanistic research
- Unit 2 Survey research
- Unit 3 Correlation research

**Module 3** Designs of Research I

- Unit 1 Causal-comparative research
- Unit 2 Quasi-experimental research
- Unit 3 Experimental research
- Unit 4 Factorial designs

**Module 4** Designs of Research II

- Unit 1 Repeated measures design
- Unit 2 Twin studies
- Unit 3 Analysis of variance and covariance
Unit 4  Multivariate studies

**Module 5  Time Series, Trend, and Meta Analysis Studies**

Unit 1  Time-series design
Unit 2  Trend studies
Unit 3  Meta-analysis

**Module 6  Instrumentation and General Data Processing Techniques**

Unit 1  Meaning, types and classification of measurement
Unit 2  Construction and validation of measurement instruments
Unit 3  Descriptive data analysis
Unit 4  Inferential data analysis
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**SUMMARY**

This course is aimed at exposing the graduate student in education to advanced research techniques. Specifically, you will be equipped with the knowledge to understand and appreciate, as well as to produce a good research work, and be able to answer questions such as:

- what is academic research?
- how do you distinguish between theoretical and action research?
- what do you understand by the terms “causal relationship”, “matching”, “randomization”?
- in what situations can we use factorial design?
- what is the value of twin studies in academic research?
- can we justify meta-analysis in academic research?
- what is the meaning of the F-ratio in analysis of variance?
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No doubt, you are familiar with the term “research” as a systematic way of finding out and solving problems in all facets of life. Meaningful research is central and critical to the science of education, like any of the other sciences. This unit introduces you to the meaning and nature of academic research, and some ways in which such research studies can be characterised. It will also give you an overview of some of the basic procedures in academic research. The next section spells out the objectives of the unit.
2.0 OBJECTIVES

At the end of this unit, you should be able to:

- define research
- distinguish between scientific and non-scientific research
- recount the purposes for conducting research
- list the basic procedures for conducting education research
- explain the role of academic research for academic practice.

3.0 MAIN CONTENT

3.1 What is Academic Research?

3.1.1 Definitions of Academic Research

As to be expected, definitions abound for the word “research” since it has both everyday and specialized connotations.

Etymologically, the word research itself is derived from the French word “recherché” which means to travel through or to survey. UNESCO (1962) defined research as “the orderly investigation of a subject matter for the purpose of adding to knowledge”.

Kerlinger (1973) defined research as “systematic, controlled, empirical and critical investigation of hypothetical prepositions about the presumed relations among natural phenomena”.

According to Rekha Koul (2008), the nature of academic research is analogous to the nature of research itself, which is a “careful, systematic, reliable and valid method of investigating knowledge and solving problems” (Wiersma 1991).

For purpose of this volume, academic research may be therefore summarily defined as a careful, systematic investigation into any aspect of education; its goal is to explain, predict, and/or control academic phenomena.

Research can also be characterized in several ways. One such characterization is given by Hassan (1995), paraphrasing Best (1985) and Tuckman (1978), who listed the following characteristics of research and the research process: According to Hassan, research

- is directed toward the solution of a problem, i.e. it involves the quest for answers to unsolved problems;
• involves careful collection, organization and articulation of what is already known about the problem and what is yet to be known;
• is a structured process which follows a systematic order or rule of execution;
• is characterized by rigorous logic and objectivity in the carefully designed procedures and analysis;
• demands accurate observation and description of phenomena;
• involves gathering new data from primary or first hand sources, or using existing data for new purposes;
• involves logical and plausible explanation of the findings of the study;
• is replicable and emphasizes the development of generalizations, principles or theories that can be used in predicting future occurrences;
• is expensive in terms of time, money, resources and energy. (pp 10-12)

3.2 Purposes of Studying Academic Research

1. To orient students to the nature of academic research: its purposes, forms and importance.
2. To provide information which helps students become more intelligent consumers of academic research: where to locate it, how to understand it, and critique it.
3. To provide information on the fundamentals of doing academic research such as selecting a problem, using available tools, organizing a project, etc.
4. To generate new theories, confirm existing ones or disapprove them, e.g. the role of punishment in discipline.

3.3 Procedures for Conducting Academic Research

3.3.1 Selection and Definition of a Research Problem

The task of defining the research problem is of the greatest importance in the entire research process. Problems are the basis for research, and the first step in the research process is to identify a well-defined problem. It is said that a problem well formulated is already half solved. For definiteness, problems are usually stated in either question form or
hypothesis form. These two serve the purpose of focusing the problem for the researcher and the reader.

In selecting a research problem, the following points must be borne in mind. The problem must be:

- **Interesting**, i.e. the topic should be of considerable interest to the researcher and also to others. It should not be dull or mundane but should excite the curiosity of the researcher.

- **Significant**: The research problem should be significant to education from either a practical or theoretical viewpoint.

- **Researchable**: Obviously, not all problems in education, or for that matter anywhere else, are researchable. Take for an example a problem statement like: do beautiful school premises and surroundings affect achievement in English Literature? Such a problem will require telescoping the scope and operationalising the definition of the problem, since ‘beauty is in the eyes of the beholder’. As Kerlinger (1976) put it, a problem should imply possibilities for testing. For example, the question, “does appreciation of God affect achievement in religious studies in schools? is hardly testable.

- **Feasible**: Even if the problem is researchable, doing the research may not be feasible in terms of time, money, and energy resources.

### 3.3.2 Conducting a Literature Review

Literature review is akin to describing the “state of play” in the area selected for study. It should represent a distillation of the essential issues and inter-relationships associated with the knowledge, arguments and themes that have been explored in the area. Provided it is not merely a catalogue, or even a summary, of research studies and their findings in the area, review of relevant literature will help the researcher gain an understanding of the current state of knowledge pertaining to that research idea. If properly carried out, it will inform you if the research problem or topic has already been explored, and if a revision or replication is needed, how to design your own study, what data collection methods to use, and help make sense of the findings of your study once data analysis is complete.
3.3.3 Formulation and Statement of Research Hypothesis

Statement of the research problem should be concise and provide adequate focus and direction of the study, identify key factors and provide limits. It affects the manner in which tests must be conducted in the analysis of data.

Usually, it takes the form of a question or a statement in the form of a hypothesis. A hypothesis is a clear, unambiguous but tentative conjecture or assumption about the relationship between two or more variables which can be subjected to scientific verification or refutation, and could be stated in the null or alternate/research form.

3.3.4 Developing a Research Plan or Design

A research design is the conceptual framework within which the research will be conducted. It has also been labeled the blueprint of the research, since it is used to structure the research. Development of an overall research design will include specification of the information that is to be collected, from which individuals, and under what research conditions.

The two major types of research designs are the randomized or true experiment, and the non-experiment. These will be elaborated upon in later modules of this course.

3.3.5 Subjects and Sampling

A population refers to all the members or items under consideration in a research. It is very often not possible to study the entire population for obvious reasons of cost, time, energy, volume of data, etc. Therefore, a sample frequently has to be drawn from the population as possible. For this purpose, sampling designs are used, mostly in the form of probability and non-probability samples.

3.3.6 Analysis of Data

Analysis of data involves the transformation of raw data into manageable categories, through coding and tabulation, for further analysis. This analysis is usually based on computation of various statistical measures through (nowadays) analysis software as SPSS, EPI info, Excel and Access. In analysis, relationships or differences that support or conflict the original hypotheses are subjected to tests of significance to determine the validity-confidence with which conclusions can be made. In the absence of hypothesis, the researcher
does his best to explain the findings using intuition, logic and experience.

3.3.7 Reporting Conclusions

Conclusions are statements that interpret and evaluate the results found from the study. Aspects of the Report to be covered include a statement of the problem under investigation, methodology used, scope of the study, and the limitations. Emphasis should be given to the results that relate to the hypotheses or research questions of the study. Relevant factors to note here include tailoring the report content to the audience, integrating your findings with the results from previous research, accession of whatever practical or theoretical implications can be drawn from your study, and suggestions for future research.

4.0 CONCLUSION

Research is so important in our everyday life today that it is necessary that every ‘educated’ person should be able to at least understand it.

The preceding pages have highlighted various definitions of research and some of its characteristics, purposes and procedures. This should give you a feel of what it is to do research in education and how to get about it.

5.0 SUMMARY

To understand and properly engage in academic research requires an appreciation of what research is, why and how it is done, and what are its characteristics and procedures. That is the summary of this Unit which has introduced you to the early basics of research. The next unit will explore this introductory theme further.

6.0 TUTOR – MARKED ASSIGNMENT

i. Define “research” in your own words. What are its uses?
ii. List and explain some of the procedures for conducting academic research.
7.0 REFERENCES/FURTHER READING
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1.0 INTRODUCTION

In Unit 1 you were introduced to some of the rudiments of academic research in terms of definitions, purposes and procedures of academic research. This second unit takes you further into the ways academic research is classified, and will be followed in the next unit by a look at some of the sources of academic information.

2.0 OBJECTIVES

At the end of this unit, you should be able to:

• state what classification is
• distinguish between Basic and Applied Research
• distinguish between Quantitative and Qualitative Research
• distinguish between Theoretical and Action Research
• state the interrelationships between these classifications of research.

3.0 MAIN CONTENT

3.1 Classifications of Academic Research

Classification is the act or system of methodically arranging a phenomenon in distinct divisions or classes. Research studies have been classified in a variety of ways, but for the purposes of this course three such classifications will be considered, viz;
1. Basic/Applied Research
2. Quantitative/Qualitative Research
3. Theoretical/Action Research

It should be emphasized that these are not watertight categories, since most research has elements of all of them.

3.1.1 Basic/Applied Research

Basic research, sometimes also called fundamental or pure research, is primarily concerned with the development and advancement/testing of knowledge or theory through verification of hypotheses (e.g. $e = mc^2$ of Einstein and Newton’s $f = ma$). It is not particularly concerned with practical application of knowledge to solve everyday problems or to introduce reforms into present practice. Its rationale is that the purpose of science is to describe and explain the world as it is, and not to change it – in obvious contrast to Karl Marx’s famous dictum that the purpose of philosophy is to change the world! This is often referred to as the “scientific or rationalistic paradigm” of enquiry. The word paradigm means/denotes an example or model or pattern of something. Research traditions are best regarded as different paradigms, and a paradigm determines how a problem is formulated and methodologically tackled.

The scientific paradigm of research assumes that the researcher is able to maintain a discrete and inviolable distance from the “object” of enquiry, and asserts that the aim of research is “to develop a nomothetic body of knowledge best stated in generalizations which are truth statements of enduring value that are context free” (Guba, E.G and Lincoln, Y.S. 1982). According to this paradigm, every effect has a cause, and it is the purpose of a “true experiment” to demonstrate this cause-effect relationship.

Quintessentially, basic research is value-free, partly because of the objective/quantitative methods used and therefore their greater mathematical manipulability. Theories under this paradigm are formulated a priori to guide enquiry, and only propositional knowledge, i.e. knowledge that can be stated in language form, is admissible in scientific enquiry. Finally, basic research finds its most comfortable niche in a laboratory setting where control of variables can be maximized.

In contrast to basic research, applied research is generally concerned with the application of theory to the solution of immediate practical problems. This may take three forms:
• Evaluation Research, which is the systematic process of gathering data to make decisions of academic relevance, e.g. how would a program of General Studies (GST) affect the final degree class of undergraduate students in London?

• Research and Development (R&D), used to develop effective products for use in a school system, e.g. development of student learning materials or teacher training materials. What is the relative worth of 2 or more alternative decisions? Is Otonti eligible to participate in the schools gifted/talented program?

• Action Research is a unique form of applied research which is focused on solving specific practical academic problems through the application of the scientific method. (Gay, 1996). Its value is primarily confined to those conducting it, and its results may not be generalized beyond the sample used for the study. For example, what can be done to significantly reduce high failure rate, in SSCE mathematics examinations in schools in Ika North East LGA of Delta State?

3.1.2 Quantitative/Qualitative Research

This is sometimes also referred to as “empirical/analytic/symbolic/positivist vs interpretive/post positivist” paradigm. Quantitative research, as the names implies, relies mostly on numerical data such as the use of mathematical tools (especially statistics), and on hermeneutical data such as test scores and other measures of performance to explain, predict, and/or control phenomena of interest, using the deductive process for data analysis.

According to Smith and Heshusius (1986), the epistemological rationale for the quantitative researcher is that there exists a mind-independent and tangible reality “out there” that is knowable to some extent. Quantitative research is therefore said to be positivist, hypothesis testing, and statistical.

Many recent writers in education in fact distinguish two fundamental paradigms of research: the “scientific” (which is often erroneously identified with positivism) and the “interpretative” or “humanistic”. They additionally claim that the “scientific” and “humanistic” approaches are not mutually exclusive but complementary to each other. A broader, three-way taxonomy of research is given by Popkewitz.
who claims that in academic sciences three paradigms have emerged to give definition and structure to the practice of research, i.e. empirical-analytic (roughly equivalent to the distinction between intent and consequences, i.e. the danger…shaped. intent cannot be inferred from consequences, and many times, consequences belie intent. (Kaestle, 1988).

Qualitative research, on the other hand, involves the collection of extensive ‘narrative data’ (i.e. non-numerical data) on many variables over a period of time in order to gain insights into phenomena of interest. Example of a qualitative research would be “a case study of parental involvement in Southpoint Royal School, Benin City”.

Its data analysis includes coding of data and production of a verbal synthesis by the inductive process. Two main examples of this approach would include historical research and ethnographic research.

Historical research is concerned with the study of past events. It generates descriptions, and sometimes attempted explanations of conditions, situations and events that have occurred in the past. Some examples of historical research would be:

1. Evolution of teacher-training programs in London 1900 – 1960  
2. History and development of free primary education in Western London, 1957-1965

Some of the problems associated with historical research include (i) vagueness in defining key terms and (ii) the problem of “presentism”, (iii) lack of clear distinction between ideas about how people did infact behave, and how ordinary people did infact behave (Kaestle, 1988)

Ethnographic research involves the study of current events in a naturalistic setting. It usually consists of a description of events that occur among the life of a group, with particular reference to the interaction of individuals in the context of the sociocultural norms, rituals and beliefs shared by the group. Participant observation, where the researcher lives with the subjects being observed, is frequently used in this kind of research. Child rearing practices among the Igbo ethnic group of the South Eastern London would be an example of the method.
3.1.3 Theoretical/Action Research

A theory arises in answer to the question why. A basic facet of human nature is that man is perennially trying to ascribe meaning to his experience, to find a rational order in the universe. That is the purpose of science or art or philosophy, and indeed of all knowledge. Man’s discoveries about himself and his environment, put in an orderly form, have created the vast structure of knowledge that is called ‘science’ whether in the filed of physics, chemistry, biology, or in economics, psychology, sociology or meteorology. Prof Bronowski (1956) defined ‘science’ as “the organization of our knowledge in such a way that it commands more of the hidden potential in nature”. **Theoretical research** therefore is that research that is interested in discovering knowledge for its own sake and which may not necessarily result in action or any given direction of action.

**Action research**, on the other hand, can be described as a family of research methodologies which pursue action (or change) and research (or understanding) at the same time, by using a cyclic or spiral process which alternates between action and critical reflection. In most of its forms, it is qualitative and participative. It can be used as a research tool for investigative or pilot research, and generally for diagnosis or evaluation (Hart, 1995).

Action research may attempt to determine the value of a product, procedure or program in a particular setting (e.g. in a school), with the goal of improving same. It is concerned with immediate solutions to real problems, and does not attempt to generalize results for a broader population. According to Gray (1996), “the purpose of action research is to solve practical problems through the application of the scientific method”. An example would be “what can be done to prevent the “deliberate foul play” which seems to break out every weekend in the school football field amongst some students?”

Action research is also construed as research into one’s own practice, or more accurately into one’s **praxis** (i.e. informed committed action), to enable the practitioner understand his/her practices more deeply and therefore improve on them. Frequently, action research is participatory (i.e. involving a group or more than one participant), and collaborative with, say, other teachers or students or parents. In summary, academic action research is a form of research which places control over processes of academic reform in the hands of those involved in the action. (Kemmis, 1988).
4.0 CONCLUSION

For convenience, academic research has been classified under three main headings of Basic versus Applied Research, Quantitative versus Qualitative Research, and Theoretical versus Action Research, which have been adumbrated in this unit.

As stated in the introductory remarks, these classifications of research are not mutually exclusive, but nevertheless give useful insights into the various research paradigms. Understanding of their essence will enable you to get the correct initial perspectives of the broad area of academic research, which will help you in further work on this course.

5.0 SUMMARY

In this unit, you have learnt that

- Basic Research primarily serves the need/urge to know or understand a phenomenon
- Applied Research is more concerned with the solution of immediate practical problems.
- Quantitative Research uses mostly numerical data and the deductive method for data analysis.
- Qualitative Research relies on narrative data and the use of the deductive method.
- Theoretical Research is akin to basic research in its focus on discovering knowledge for its own sake.
- Action Research has two connotations: (a) to solve specific practical problems using the scientific method and (b) to enable practitioners understand their practices more deeply and improve on them.

6.0 TUTOR – MARKED ASSIGNMENT

i. Critically examine the three classifications of Research. How are they interrelated?
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1.0 INTRODUCTION

Having been introduced to the elementals of research, the next logical step is to try to locate sources of gathering information about your topic. This is the subject of this Unit which discusses traditional and modern sources of academic information and how to access them. These sources include primary and secondary sources, including importantly the use of the computer.

2.0 OBJECTIVES

At the end of this unit, you should be able to:

• identify primary and secondary sources of information for academic research
• effectively use the resources of the traditional library to obtain data for academic research
• know how to use the computer to source for academic information.

3.0 MAIN CONTENT

3.1 Sources of Academic Information

3.1.1 Traditional Sources of Information

A basic initial activity/requirement in any research, including academic research, is the acquisition of data or information relevant to the study or research. These data can be obtained from a variety of
sources which may be categorized into primary and secondary sources. In education, some of these sources include books, periodicals, reports (technical, seminar, workshop), conference proceedings, academic theses and manuscripts. Electronic versions of most of these information sources are generally now available on-line and can be downloaded from the computer/internet.

Books and journals are primary sources in academic research, since they contain original work of the writers and form materials for secondary sources. Professional journals especially are usually up to date, since the articles in them give reports of recent research studies. Books, although very useful, are usually not as current as journals.

Primary sources usually provide more information about a study than can be found elsewhere, and are also a good source of the research methodology used, but they can be time consuming to cover the study. Locating sources of academic information can in fact be bewildering to neophyte researchers, but actually today the real problem is delimiting the scope of the vast resources to be consulted. For this, there are indexes, abstracts and other retrieval mechanisms available in the standard library to ameliorate this problem, e.g. the card catalogues and the bibliographic indexes. For example, the card catalogue will help the researcher locate pertinent books, and the indexes will help him/her find articles in journals.

3.1.2 The Computer Revolution

Traditionally, the library has, over the centuries, been the main repository of non-electronic or hard copy sources of information, but the vast explosion of information or knowledge in the last half century or so, due partly to research itself, has rendered impossible the storage of information in the form of books and other hard copies, in one building or location (i.e. the library). The electronic digital computer can store an incredibly vast amount of knowledge or information in micro storage units (e.g. CD-ROM) which can be accessed with phenomenal speed and ease. Therefore, modern libraries, in addition to their shelves of books and periodicals now stock large collections of electronic materials, audio and video, which can be accessed in seconds.

In many universities, computer terminals and keyboards have now replaced the old card catalogs and indexes. With the electronic digital computer, new knowledge/information in all fields is now being generated daily at an exponential rate, which information can now be accessed almost instantaneously from all over the world with the click of a button.
CD-ROM journal indexes and database searches are very useful tools in identifying and locating various references for the researcher. The CD-ROM usually focuses on a single specific database. Online computer searches, on the other hand, can have up to 4000 databases which provide access to literally billions of records. Now a researcher can sit down before a computer monitor in the library or his office or home and with a flick of the button gain almost instantaneous access to previously unimaginable records of academic information from all over the world, information which are frequently updated. It however requires considerable skill and some practical experience and competence on the part of the researcher to sort out and sift through and efficiently manage this bulk of information to serve his/her purposes.

3.1.3 Current Common Sources of Information

In academic research, some of the most common sources of information are

1. Education Index
2. Academic Resources Information Center (ERIC) – a free bibliographic database of more than 1m citations on education topics since 1966
3. Dissertation Abstracts International
4. Psychological Abstracts
5. Review of Academic Research
6. Encyclopedia of Academic Research
7. American Education Research Association (AERA)
8. British Education Research Association (BERA)
10. International Education Research Foundation (IERF)
11. London Academic Research Council (NERC)
12. Museums
13. National Archives
14. Special Collections in Libraries

4.0 CONCLUSION

Progress on the research road requires knowledge and skills of getting information from a number of sources, including the traditional books, periodicals and other hard copy materials from the standard library, as well as on-line computer searches. This Unit has touched on theses assistance mechanisms, in the hope that you should be able to use them effectively in carrying out your research objectives. In the next module, you will be introduced to the basic types of academic research.
5.0 SUMMARY

The basic data-gathering tools of academic research and how to access them have been highlighted in this unit. These range from the traditional library resources to the modern electronic computer. Research today has never been so exciting in spite of the heavy work involved.
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1.0 INTRODUCTION

Welcome to Module 2 of this course which now looks at three basic types of academic research, i.e. humanistic, survey and correlation research. Humanistic research is so called because it addresses problems or needs that are relevant to people, and is therefore based on a holistic understanding of people and their activities (i.e. their physical, rational, psychological, social and ethical needs).

Humanism is, as a rule, narrative, textual, rhetorical, value – laden, and judgmental (as, for instance, in historical disciplines): It is also idiothetic – interested in individual facts or stories – rather than nomothetic. In humanistic research, descriptions very often do matter more than explanation, i.e. relies more on intuitive rather than deductive approach, and, unlike some other forms of human inquiry, is not pursued for its own sake but in order to contribute to society. That is because humanism believes in human rationality, creativity and morality, and recognizes that human values have their source in experience and culture. It emphasizes that all people have the ability to lead meaningful lives. People acquire purpose in life through developing talents and
using them for the service of humanity. Humanistic research should be designed to provide tools and services that empower and enable people themselves to address their social, rational and emotional needs.

Various subdivisions of humanistic research include historical, ethnographical, observation, critical theory and hermeneutics research. These will now be considered in turn in this unit.

2.0 OBJECTIVES

At the end of this unit, you should be able to:

• identify the various types of humanistic research
• describe historical research with examples
• compare and contrast ethnographic research with observation research
• evaluate critical theory as a paradigm of academic research
• explain hermeneutics theory in academic research.

3.0 MAIN CONTENT

3.1 Humanistic Research

3.1.1 Historical Research

Historical research attempts to describe and explain conditions, situations and events of the past. An example would be a study that documents the evolution of vocational training programs in London 1951-1990, with the aim of explaining the historical origins of the content and processes of current programs. Historical research generally relies on qualitative data such as written documents and oral histories, although some quantitative data is also used. Its two main sources of data are primary and secondary sources; primary sources being firsthand knowledge (e.g. eye witness reports, original documents, tape and video recordings, etc.), while secondary sources would be second hand information (e.g. description of an event by a non-eye witness.)

Like in other descriptive research, the process of historical research involves identification of the problem concretized in form of questions and hypotheses, the collection and evaluation of source materials (subject to external and internal criticism), and synthesis of the information in terms of analysis, interpretation and formulation of conclusions. Its validity can be measured in two ways. External validity is establishing that a historical document is genuine, while internal
validity can be obtained through searching out biases in personal accounts of events, diaries, and autobiographies.
According to Kaestle (1988), some of the problems associated with quantitative historical research would include:

- the unfamiliarity of statistics and computers to many historians, apart from their time consumption and expense.
- the average audience for historical research is not particularly inclined to methodological sophistication;
- often, the data are crude, incomplete and mostly cross-sectional, providing only a snapshot of a group at a given moment. But education is a process, and to infer process from cross-sectional data or static information is often defective. For example, many important questions about academic careers, or the influence of education in peoples’ lives, can be answered only by data that trace individuals over time, i.e. longitudinal studies. But it is difficult to create time series on academic variables like school attendance, teachers’ salaries, academic expenditures, or length of school year because often the items were defined differently in different periods or omitted altogether;
- it is also difficult to know how conscientiously the data were reported in the first place or what biases operated.
- the frequent temptation to confuse correlation and causation, common of course to many other studies, remains a problem. This is compounded by the problems and vagueness of presentism in the definition of key terms – “presentism” meaning the danger of investing key terms from the past with their present connotations, or, conversely, applying to past developments present-day terms that did not exist or meant something else at the time.
- the problem of distinguishing between intent and consequences of historical action. Intent can only be inferred from consequences if there is direct evidence of this at the time the event occurred.

3.1.2 Ethnographic Research

The ethnographic method is qualitative and holistic, making use of the investigator’s intuition, empathy and general ability to learn another culture. It relies on rationalistic, qualitative techniques, especially
observation and careful recording of events and social interactions. It attempts to describe group behaviour and interactions in social settings, with particular reference to the interaction of individuals in the context of the socio-cultural norms, rituals and beliefs shared by the group. The researcher generally participates in some part of the normal life of the group and uses what he or she learns from this participation to understand the interactions between the group members.

Participant observation has its advantages and drawbacks. On the one hand, the investigator develops personal knowledge about the rules of the group and begins to perceive the same meanings in events as do the members of the group. Thus he becomes acculturated to the ‘silent language’ of the group since he shares, probes, asks questions, takes notes, etc. On the other hand, the investigator may become so much absorbed in the life of the group that his or her status as an observer may be compromised. In any case, the observer inevitably influences the behaviour of the people being studied, and this has to be taken into account in the research outcome in terms of reliability and validity of the study. One of the procedures often followed to confirm validity of interpretation in ethnographic studies is to feed them back for comment to selected members of the group or to other persons who know the group, but the application of this procedure is limited.

3.1.3 Observation Research

Observation has been defined (Hassan, 1995) as a systematic procedure of studying and understanding of human behaviour in its natural setting. It is best used for studying aspects of behaviour that cannot be studied through more objective methods, and involves watching, noting and recording of behaviours occurring in a natural setting over a specified period of time which may be long or short, depending on the nature and purpose of the observation.

Observational data are valuable, for they provide hunches and guesses about what is and is not important in any area of scientific interest. They also serve as a common sense check on the conclusions reached in more controlled investigations.

Shetzer and Linden (1979) classified observation methods into systematic, controlled and informal, involving direct observation by time or event sampling, the use of interview and contrived situational tests, as well as anecdotal observation and sociometric methods respectively. Systematic observation is most commonly used in the studies of young children.
3.1.4 Critical Theory

Critical theory as an approach to academic research has a distinctive political orientation. According to Habermas (1976b), critical theory suggests that the current dominance of science and the rise of technology and bureaucracy are developmental tendencies of late capitalism which increasingly encroach on the domain of social life. Science and technology have been shown to be ideological, and the advocates/proponents of critical theory contend that it is a more socially just academic theory and practice. It is claimed that critical theory transcends the distance between the dominant positivist school and its challenger, the interpretivist paradigm, in a higher order synthesis (Lakomski, 1988).

The two central doctrines of critical theory are: (1) the conception of human interests, which provides justification of the theory as knowledge, and (2) the notion of communicative competence which, according to Habermas (1974), solves the problem of ideological domination. The victory of scientism or positivism, which presents itself as the only valid form of knowledge, has made it virtually impossible to reflect critically on current forms of domination. Interests, according to Habermas (following Marx), are grounded in the fundamental human conditions of work and interaction. Habermas argues that just as human beings produce and reproduce themselves through work, so they shape and determine themselves through language and communication in the course of their historical development. “Communicative competence,” Habermas contends, eludes us since there is no complete symmetry of power among the partners of communication, and even the language we use to reach consensus is itself a carrier of ideology.

Critical theory is based upon the so-called “theory vs. practice problem” (or “problematic,” in the language of Tripp (1992)) which holds that traditional (positivist) theory is incapable of properly informing and guiding practice. The concept of ‘socially critical’ research in education, or the ‘critical paradigm’ in academic research is anchored on the idea of a more just society in terms, not just of all people having equal access to the good things of life, but of people being in cultural, economic and political control of their lives. Tripp (1990a) defines critical theory in education as follows:

"Socially critical research is informed by principles of social justice, both in terms of its own ways of"
working and in terms of its outcomes in and orientation to the community. It involves strategic pedagogic action on the part of classroom teachers aimed at emancipation from overt and covert forms of domination. In practical terms, it is not simply a matter of challenging the existing practices of the system, but of seeking to understand what makes the system be the way it is, and challenging that, whilst remaining conscious that one’s own sense of justice and equality are themselves open to question. (p.161)

How things are is never seen as having occurred by chance and for no particular reason; all social systems and their practices are seen to be as they are in order to serve the interests of particular groups.

Critical theory (‘criticalism’) focuses on the autonomy of the individual and is one of the four main research paradigms in academic research, the others being post-positivism, interpretivism and postmodernism. The critical paradigm promotes the notion of social justice in order to create the world which is “fairer, more equitable, more inclusive and more harmonious (Taylor, 2008). It is concerned with the power and justice of several issues in society such as the economy, race, gender and education. It considers the power of social politics and ideology which influence academic research. According to Morrison (1995), “the task of the researcher is not to be dispassionate, disinterested and objective, but the main objective of critical theory is to improve existing situations through action research”. In critical theory, practical issues can construct knowledge, and the critical theory paradigm tends to see the world as something that has to change.

Critical theory has been applied in the areas of curriculum theory, academic admin, and action research.

**3.1.5 Hermeneutics**

Hermeneutics is the theory of interpretation and understanding in different kinds of human contexts, religions as well as secular, scientific as well as that of everyday life. The purpose of hermeneutics is to increase understanding of other cultures, groups, individuals, conditions, and lifestyles, both in the present as well as the past.
In biblical exegesis, two traditional studies of interpretation were (1) literal interpretation which spells out the messages as more or less explicit in the text itself, and (2) symbolic content interpretation which attempts to reconstruct or create the divine meanings which were not there in a literal sense. In education, the hermeneutical approach involves the study of meaning and comprises of theory and practice of interpretation and understanding in the different social contexts in which human beings live and work. Interpretation consists of two elements, one grammatical (largely in terms of the linguistic principles of a work) and one psychological (i.e. analyzing a text in terms of the thoughts and feelings of the author through identification with or transformation into the other person).

Essentially, hermeneutics involves cultivating the ability to understand things from somebody else’s point of view, and appreciating the cultural and social forces that may have influenced their social outlook. Hermeneutics is the process of applying this understanding to interpreting the meaning of written texts and symbolic artifacts (e.g. sculpture and architecture) which may be either historic or contemporary.

4.0 CONCLUSION

The various forms of humanitarian research discussed in this Unit pertain to finding out about the human being from a humanistic, naturalistic, holistic and descriptive perspective. Generally, they rely more on qualitative or non-numerical data rather than numerical data, although some quantitative data is also sometimes used, with their accompanying analytical methods. The bottom line of humanistic research is studying the human being from a holistic, not a fragmented dimension.

5.0 SUMMARY

In this Unit you have learnt that the focus of humanistic research is on the human being in his/her totality. Some of the forms of this kind of research were addressed. The meanings, methodologies, uses, and problems of historical, ethnographic, observation, critical theory and hermeneutics research were explained, and the differences between them and the more objective procedures of applied/quantitative research were pointed out. The next unit deals with Survey Research.
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1.0    INTRODUCTION

Survey research is one of the most important and most common types of research in applied social research like academic research. The academic research student must therefore be familiar with this broad area of research, its methodologies, instrumentation, its design and procedures, and its pitfalls. This unit introduces you to the what, the how and the why of surveys.

2.0    OBJECTIVES

At the end of this unit, you should be able to:

- define survey research
- state what factors to consider in designing a valid questionnaire
- describe the various types of survey
- examine the different sampling methods used in data collection for surveys
- choose the correct tools for analysis of the data obtained
- list the threats to internal and external validity of a survey instrument.

3.0    MAIN CONTENT

3.1    Survey Research

The survey method is a non-experimental method commonly used in descriptive research in education. It encompasses any measurement procedures that involve asking questions of respondents, and it can take any form from a short paper and pencil feedback form to an intensive one-on-one, in-depth interview. It involves the collection of information
from members of a predefined finite population, e.g. a group of students, teachers or other stakeholders in education, and the analysis of this information to illuminate some important academic issues. The information is usually collected by means of questionnaires and tests, although sometimes also by means of observation schedules and interviews. Most surveys use samples of a specified target population with a view to generalising the results to the populations from which the samples were drawn.

Surveys may be used to obtain descriptive information about a target population, (e.g. to measure levels of literacy or numeracy in a school or region), or to examine relationships between various factors (e.g. to explain the differences in mathematics achievement of students in terms of their age, sex, exposure to the mathematics curriculum, and amount of time spent in class learning mathematics) (Rossier 1980).

In academic research, use of the survey method may range from small–scale exploratory survey to stimulate hypothesis generation, to large-scale exploratory survey to obtain evidence in major policy decision making.

The starting point for a survey is the statement of the questions to be addressed by the investigation, followed by the conceptual framework. Next is the development of the instruments for data collection, followed by the data analysis and presentation of findings. Figure 1 below (Runket and Mcgrath, 1972) summarizes the typical survey research cycle.
The questions must be pertinent to real problems, and the conceptual framework may be derived from a set of propositions which will be examined at the analysis stage.

Instrumentation usually takes the form of existing or constructed questionnaires, tests, attitude scales, etc. Instruments generally attempt to measure four broad categories of: (1) background characteristics of subjects (e.g. sex, academic level of parent, age of teacher, school enrolment, etc), (2) knowledge (e.g. knowledge of science concept), (3) attitudes and opinions (often measured by responses to a range of statements on a topic), and (4) direct observation of behaviour (e.g. of students and teachers during a classroom lesson).

Sampling design and procedure are very important in surveys. Most sampling plans assume random sampling which makes it possible to use data derived from the sample to estimate statistical characteristics of the population. The art of sampling lies in preparing a design to minimize sampling error which depends primarily on the size and structure of the sample.
The two random sampling types most commonly used are (1) *stratified random sampling* where the target population is divided into strata such as types of school and the areas or regions; and (2) *multistage sampling* involving for example the initial random selection of areas or regions in the first stage, the selection of schools in the second stage, and the selection of students on the third stage. The response rates to questionnaires should be calculated and where necessary weighting procedures based on the size of the target population and the size of the achieved sample may be used to take account of low response rates.

Analysis of survey data may be in the form of *univariate analysis* which deals with the variables individually, *bivariate analysis* which involves pairs of variables, or *multivariate analysis* which is concerned with the simultaneous effects of more than two variables.

There are two main types of survey. The most common is “*cross-sectional survey*” which involves collection of data at a specific point in time and mostly for the purpose of describing situations and estimating frequencies rather than establishing causal patterns. In contrast, “*longitudinal surveys*” involve following a particular group of students or schools over a period of time.

### 3.1.1 Cross-sectional Survey

Cross-sectional surveys are used to gather information about present conditions in a population at a single point in time or during a single, relatively brief period, and then comparisons are made across the variables of interest. Generally, the purpose is to describe situations and estimate frequencies rather than to establish causal patterns. An example of cross-sectional survey would be a questionnaire that collects data on how parents feel about school excursions as of September 2009. A different cross-sectional survey questionnaire might try to determine the relationship between two factors like the social class of parents and their views of school excursions, or a comparative study of the academic facilities in private and public primary schools.

### 3.1.2 Longitudinal Surveys

In longitudinal surveys, the data are collected at more than one point or data collection period, and the researcher is interested in making comparisons across time. The data can be collected on one or more
multiple groups. Repeated observation for at least two points in time is the key characteristic of the longitudinal method since this enables the academic researcher to study the processes and patterns of change and stability in the academic field.

The logic of longitudinal studies is that academic researches are concerned with the process of change, and the study of change requires that observations are made for at least two points in time. Time is significantly related to causal influence, since earlier events usually influence later events.

In longitudinal studies where time plays a key role, the temporal order in which data are gathered on predictor variables with respect to the criteria measures is very important, and constitutes one threat to internal validity. Other threats to internal validity are history (current or past), maturation (physical/psychological), practice effects in testing, reliability of instruments, subject instability, composition of samples, etc. With respect to external validity, the Hawthorne effect, population validity, multiple intervention interference, critical changes in individual’s life (e.g. road accident or family break-up), publication of interim reports, etc., provide possible distortions into the data and therefore interpretations.

4.0 CONCLUSION

The importance and widespread use of the survey method in research qualifies it for detailed treatment in its many aspects. From this unit, the student would have seen how broad an area survey research is, and how it can be used not only to gather descriptive information but also to test hypothesis arising from studies of smaller, selected groups, and to seek explanations for relationships that have been found between variables. It must also have been noticed that, by their very nature, surveys cannot definitively establish causal explanations on the basis of the empirical data collected. The last will also be taken up in the next unit.

5.0 SUMMARY

In this unit you have learnt that survey research

- involves collection of information from a sample of a specified target population, and the analysis of this information to illuminate some important academic issues;
• uses generally questionnaires and tests, and occasionally interviews and observation schedules, in its instrumentation.
• cross-sectional survey gathers information about present conditions in a population at a single point in time, and comparisons are made across the variables of interest.
• a longitudinal survey collects data at more than one point in time and the comparisons are made across time.
• stratified random sampling and multistage sampling are the most commonly used sampling types.
• processing of survey data may be in the form of univariate or multivariate analysis to confirm or negate the stated hypotheses.
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1.0 INTRODUCTION

In the last unit on survey research, you will remember that it was pointed out that surveys may also be used to examine the relationship between various factors in a multi-factor survey. This is an aspect of the construct of correlation which will be considered more fully in this unit.

2.0 OBJECTIVES

At the end of this unit, you should be able to:

• state what correlation is
• give some examples of your own correlational research studies
• exemplify how the results of such studies are analysed and interpreted
• explain why “correlation does not imply causation”.

3.0 MAIN CONTENT

3.1 Correlation Research (See Module 6, Unit 3, for more detailed treatment)

3.1.1 Description

Correlation research attempts to explore a non-cause and effect relationship between two or more variables, through the use of various measures of statistical association. It relies on quantitative or numerical data such as test scores, grade point averages, scores from attitudinal
instruments, etc. which can be correlated and shown that some relationship exists between or among them.

Some examples of correlational questions are:

- Do female students do better than male students in arts subjects in secondary schools?
- Is the academic achievement of primary school children who enjoy parental help with their homework better than that of children who do not have such parental help?
- Can an aptitude test in Mathematics be used to predict success in an algebra course?

3.1.2 Methods

Some common types of correlational methods include

(i) **Observation**: This is useful for describing behavior and for suggesting causal hypotheses that could be tested in experiments. Scientific observation should (a) be objective (just the facts and avoid anthropomorphism), (b) systematically record data to avoid memory biases and errors, (c) use good and fair sample in order to be able to generalize results: But observation has its own difficulties, e.g., it can sometimes be impossible (thoughts?), impractical (robbery, fire, or earthquake?), or unethical (spying?).

(ii) **Surveys and tests**, which suffer from the following problems: (a) social desirability bias (i.e. people may try to make themselves look better than they are, or say what they think the experimenter wants to hear); (b) memory lapses (people do not accurately remember what they do); (c) people don’t always know why they do things; (d) bad questions (e.g. leading questions and confusing questions); (e) poor sampling (a good sample should wherever possible be large in size, but more importantly should be randomly selected).

(iii) **Case Study**, which examines some phenomenon in depth e.g. people, programs, policies, decisions, organizations, etc. A case study weaves together data from documents, archives, interviews, participation, observation, artifacts, etc, and attempts to document not only the ‘what’ but also the ‘why’. It may also suffer from (a) small, non-random sample, (b) lack of control group which means one cannot make cause-effect statements.
3.1.3 Data Analysis

In correlation studies, product moment correlations or cross tabulations indices are usually calculated. There are statistical tests which can be applied to determine whether the association is more than would occur by chance.

The most commonly used and understood correlational index is the product moment correlation coefficient where both variables are considered to be single variables, e.g. the association between scores on a reading readiness test and reading achievement. Another such product moment correlation coefficient index is the canonical correlation coefficient between two unobservable (latent) variables. In cases where one or both of the variables is dichotomous, or where the data are measured on the ordinal scale, the point-biserial correlation (rp) and the Spearman rank order correlation (rho) respectively are used. The formulae for computing these various correlation coefficients can be found in any elementary to middle-level statistics textbook. To control or remove the effect of one or more confounding variables statistically, e.g. the effect of age or gender or intelligence level, this can be done at the sampling stage through partial or semi-partial correlation, although this often has the problem of a negative effect on the generalisability of the findings.

3.1.4 Limitations

But it is always important to point out that association between two or more variables does not necessarily imply that one of the variables causes the other. Correlation implies prediction but not causation. Intervening variables may account for the causation, and this is in fact the distinctive characteristic and the strength of the experimental paradigm. When two variables are correlated, you can use the relationship to predict the value on one variable for a subject if you know that subject’s value on the other variable. Variables that are highly related may suggest the possible existence of causation, by experimental studies to determine if the relationships are causal.
4.0 CONCLUSION

Correlation research is quite common in academic research. One of the main uses of correlation research is to highlight topics for further controlled experimental study. The results of a correlation study are most times useful and intriguing, but the major drawback is the researcher’s inability to draw causal inferences from these results.

5.0 SUMMARY

In this unit, you have learnt, with some examples, what correlation essentially is, its usefulness in academic research, the statistical tools used in analyzing and interpreting results from correlation studies, and some of its limitations in academic research.
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1.0 INTRODUCTION

Among the designs of research, causal comparative research is very commonly used since it does not involve the more tedious processes of manipulating the independent variables and the random assignment of subjects to treatments. In many real life situations the true experimental design is hardly possible/desirable or very difficult.

Causal comparative research therefore, as a non-experimental research design, comes in handy and useful in academic research, even though it cannot attain the precision of the true experiment.

2.0 OBJECTIVES

After working through the unit, you should be able to:

• describe what causal comparative research is
• give some examples of causal comparative research
• adumbrate the procedures and data analytic methods of the design
• state the strengths and weaknesses of the design
• comment critically on the differences between causal comparative research and correlation research

3.0 MAIN CONTENT

3.1 Causal Comparative Research

3.1.1 Description

Causal-comparative research attempts to establish cause-effect relationship among the variables in a study, or determine the cause or reason for pre-existing differences in groups of individuals. The attempt is to establish that values of the independent variable have a significant effect on the dependent variable. This type of research typically involves comparison of two or more groups and one independent variable. The comparison groups in the study make up the values of the independent variable. For example, the study may be to find out the effect of gender, pre-school attendance, and working-mother status on dependent variables like physics achievement, social maturity at the beginning of primary school, and school absenteeism respectively. The critical factor in causal-comparative research is that the independent variable is not under the experimenter’s control, e.g. the experimenter obviously cannot randomly assign the subjects to age or gender classification (male or female) but has to take the values of the independent variables as given.

Causal-comparative research is also often referred to as ex-post facto (Latin for “after the fact”), i.e. research conducted to find causes of events or conditions that have already occurred. Both the effect and the suspected cause have already occurred and must be studied in retrospect.

The basic causal-comparative research approach (retrospective causal comparative research) in education involves starting with an effect and seeking possible causes. Individuals are not randomly assigned to treatment groups because they already were selected into groups before the research began. Independent organismic variables like age and gender, cannot be manipulated, or, for ethical reasons, should not be manipulated. For example, it would be highly unethical, if at all possible, to try to manipulate anxiety level, pain and stress levels in subjects.

Caution therefore must be exercised in interpreting results of causal comparative studies since the alleged cause of an observed effect may in fact be the effect itself, or there may be a third variable. For example, if a researcher hypothesized that reading achievement is a function of self concept, and proceeded to identify high and low self-concept groups and, after comparison, found that the high self-concept group did in fact
show higher reading achievement, it would not be warranted to conclude that high self concept results in high reading achievement. Lack of randomization, manipulation, and control are sources of weakness in causal comparative research. Only in experimental research does the researcher randomly assign participants to treatment groups, and the degree of control is sufficient to establish cause-effect relationship.

3.1.2 Procedure and Analysis

Causal-comparative research is non-experimental research; the independent variable is not manipulated and subjects are not randomly assigned to treatments. In causal-comparative research studies, the researcher selects two groups of participants, experimental and control groups (more accurately referred to as comparison groups). The groups differ in either the possession or degree of possession of a characteristic. The goal is to have groups that are as similar as possible on all relevant variables except the independent variable. The performance of the groups is then compared using some valid dependent variable measure or instrument.

The researcher may control for an identified extraneous variable by random assignment of participants to groups or by pair-wise matching of participants, i.e. the researcher matches each participant in one group with another participant in the other group with the same or very similar score on the control variable. Or, where this is not possible, he/she may eliminate the unmatched participant altogether. However, this procedure may lower the number of participants and so limit the generalisability of the findings.

Data analysis is by use of descriptive statistics (mean, SD), as well as inferential statistics (t-test, chi-square, and analysis of variance). The use of factorial analysis of variance will allow the researcher to determine the effect of the independent/control variable on the dependent variable, both separately and in combination. Analysis of covariance is also used to adjust initial group differences on the variables used so that the results can be fairly compared.

3.1.3 The Debate/Controversy

There is an ongoing controversy among researchers (Fraenkel and Wallen, 1996; Gay, 1996; Charles, 1998; Cook and Campbell, 1979;
Johnson and Christensen, 2000; Johnson, 2000) not only about evidence of causality in both forms of research, but also about the datedness or otherwise of nomenclature of the terms “causal comparative” and “correlational.” Burke Johnson (2000), the leading advocate of this debate, stronglydebunks the suggestions that (1) causal comparative research provides better evidence of cause and effect relationships than correlational research, (2) causal comparative research includes categorical independent and/or dependent attribute variable, while correlation research only includes quantitative variables. He argues that both methods are similar in that both are non-experimental methods because they lack manipulation of an independent variable which is under the control of the experimenter.

In any case, both causal comparative research and correlational research can and do use categorical independent variables. For example, causal comparative research uses some categorical independent attribute variables which are not or cannot be manipulated (e.g. gender, parenting style, learning style, ethnic group, parity identification, type of school, marital status of parents, degree of introversion, etc.), and similarly correlation research also uses categorical independent variables which cannot be manipulated (e.g. intelligence, aptitude, age, school, size, income, job satisfaction, GPA, degree of extroversion, etc.). Also, in both types random assignment of participants is not possible. So according to Johnson, cet par, causal comparative research is neither better nor worse in establishing evidence of causality than correlation research. In fact, in his view, both ‘outdated terms’ should be replaced by “non-experimental quantitative research”. The debate, it appears, is still not spent.

4.0 CONCLUSION

Causal comparative research is sometimes treated as a type of descriptive research since it describes conditions that already exist. However, it also attempts to determine reasons, or causes, for the current status of the phenomena under study, often not very successfully.

5.0 SUMMARY

This unit has introduced you to the meaning, methodological procedures and data analysis for causal comparative research. It also introduced you to the debate on the terminology and causality attribution of causal
comparative research. The following unit on quasi-experimental research will touch on this further.
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1.0 INTRODUCTION

Because of the complexity of human circumstances and behaviour, it is not often practical to carry out the traditional controlled experimental research. Therefore, quasi-experimental designs are widely used as a near and useful substitute in areas where it is not feasible or desirable to conduct an experiment or randomized control trial. What quasi-experimental designs are is the subject of this Unit which will discuss the advantages, characteristics, types and limitations of quasi-experimental research.

2.0 OBJECTIVES

At the end of this unit, you should be able to:

• define quasi-experimental research
• distinguish between quasi-experimental research and experimental research
• differentiate the several types of quasi-experimental design
• explain some common characteristics of quasi-experimental research
• describe the advantages and limitations of this research design.
3.0 MAIN CONTENT

3.1 Quasi-Experimental Research

3.1.1 Description

As the name implies, quasi experimental research is an approximation of experimental research. Here, the researcher controls some but not all of the extraneous factors. An example would be a study in which there is a treatment intervention but no assumption of random assignment of subjects to treatments. A quasi-experiment is similar to a true experiment, in the sense that it has subjects, treatment, etc; but uses non-randomized groups.

Quasi-experimental designs are used when randomization is impossible and/or impractical, and therefore they are typically easier to set up than true experimental designs – since it takes much less effort to study and compare subjects or groups of subjects that are already naturally organized than to have to conduct random assignment of subjects. Also, threats to external validity are minimized since natural environments do not suffer the same problems of artificiality as compared to a well-controlled laboratory setting.

In some quasi-experimental designs, the researcher might have some control over assignment to the treatment condition but use some criteria other than random assignment (e.g. a cut-off score) to determine which participants receive the treatment, or the researcher may have no control over the treatment condition assignment, and the criteria used for assignment may be unknown.

Quasi-experimental designs are often chosen for field studies where the random assignment of experimental subjects is impractical, unethical or impossible. Therefore, quasi experiments are sometimes also called natural experiments and are common in many science and social science disciplines including economics, political science, geology, paleontology, ecology, meteorology and astronomy.

3.1.2 Characteristics

Some common characteristics of quasi-experimental design are: (i) matching instead of randomization is more often used, (ii) time series is
involved (a time series, whether interrupted or non-interrupted, examines changes in the dependent variable over time), and (iii) the unit of analysis is often something different than people, e.g. climate, atmosphere, anomie, morale, crime statistics, quality of life, etc.

In quasi experiments, the word “trend” is often used instead of cause. This is because this kind of research often uncovers several trends, with the major ones designated as syndromes or cycles, and the minor ones referred to as normal or abnormal events. It is advisable that the quasi-experimental design researcher engage in modeling the causal relationships, since the designs tend to involve many different but interlocking relationships between variables. This will allow identification of spurious and intervening variables. Many causal modeling techniques exist, from cross tabulation to partial correlation analysis to path analysis.

### 3.1.3 Types

There are several types of quasi-experimental designs, ranging from the simple to the complex. These designs include: (1) one-group posttest only, (2) the one group pretest posttest, (3) the removed treatment design, (4) the case-control design, (5) the non-equivalent control groups design, (6) the interrupted time-series design, and (7) the regression discontinuity design. Some of these will be treated in the next section.

### 3.1.4 Limitations

The deficiency of lack of random assignment makes it harder to rule out confounding bias and introduces threats to internal validity. Also, conclusions of causal relationships are difficult to determine due to a variety of extraneous and confounding variables that exist in a social environment which the researcher does not have total control of, e.g. factors such as cost, feasibility, political concerns, or convenience. However, such bias and other confounding variables, can be controlled for by using various statistical techniques such as multiple regression which can be used to model and partial out the effects of confounding variables.

On the whole, however, quasi-experiments are a valuable tool, especially for the applied researcher. Although on their own, it is difficult to draw definitive causal inferences from quasi-experimental designs, they do provide necessary and valuable information that cannot be obtained from experimental methods alone.
4.0 CONCLUSION

Quasi-experimental research is popular in education because of the many difficulties of conducting full blown experimental studies. Its deficiencies notwithstanding, quasi-experimental design is a very useful tool systematically studying many education phenomena, and its illuminative and suggestive findings should be utilized to the fullest.

5.0 SUMMARY

This unit has introduced you to the use of quasi-experimental research in addressing many academic problems. Its characteristics, advantages and limitations have been highlighted. The next unit on experimental research design is a natural follow-up.
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1.0   INTRODUCTION

Experimental research is unique in that it is the only type of research that directly attempts to influence a particular variable, and it is the only type that, when used properly, can really test hypothesis about cause and effect relationships. Experimental designs are some of the strongest available for academic researchers to use in determining cause and effect.

2.0   OBJECTIVES

At the end of this unit, you should be able to:

• define experimental research
• explain the terms “causal relationship”, “matching”, “randomization”
• state the general procedures involved in conducting an experimental research
• describe a simple experiment
• distinguish between experimental and quasi-experimental research
• evaluate at least one of the types of experimental research.
3.0 MAIN CONTENT

3.1 Experimental Research

3.1.1 Description

Experimental research is used in settings where variables defining one or more ‘causes’ can be manipulated in a systematic fashion in order to discern ‘effects’ on other variables. In the typical experimental research design, the experimenter randomly assigns subjects to the groups or conditions that constitute the independent variable of the study and then measures the effect this group membership has on another variable, i.e. the dependent variable of the study. In other words, he/she compares the results obtained from an experimental sample against a control sample which is practically identical to the experimental samples, except for the one aspect whose effect is being tested (the independent variable). An example would be an investigation of the effectiveness of two new textbooks in geography teaching, using random assignment of teachers and students to three groups – two groups for each of the new textbooks, and one group as ‘control’ group (i.e. the group with no implemented treatment) to use the existing textbook. The research question would be “would students using Textbook A achieve better than students with Textbook B?”

The “true experiment”, when it is feasible, is a particularly effective way of investigating causal inference. This is due to the random assignment of subjects to treatments. Random assignment creates treatment groups which are initially comparable on all subject attributes, and so it can be concluded in an experimental study that any final outcome differences are due to the treatment alone — subject of course to control of other possible threats to validity, specifically statistical validity, internal validity, construct validity and external validity, (Campbell and Stanley, 1963), Cook and Campbell (1979). These can be taken care of in the design of the experiment, particularly the use of randomized block design and ANCOVA.

3.1.2 General Procedures

In experimental research, the following general procedures are usually applied:

(1) random selection of control group;
(2) control group must be statistically equal to the experimental group which is a randomly assigned treatment group;
(3) both experimental and control groups must come from the same population;
you can have more than one control and treatment group;
all groups should have about the same number of subjects, and each group should have not less than 25 subjects as a general rule;
“Blind” experiment means that subjects do not know which group, i.e., the experimental or control group they have been assigned to. “Double blind” experiment means that the experimenter (and research helpers), as well as the subjects, do not even know who is in what group. These precautions help protect the study from Hawthorne effect and placebo effect.
findings should be interpreted primarily from differences in a posttest score between experimental and control groups.

3.1.3 Types

True experimental designs vary in complexity from (1) the simple experiment (classical pretest/posttest control group design), to (2) the randomized Solomon four-group design, to (3) the randomized posttest only control group design.

(1) **Classical pretest-posttest (Simple Experiment):** The simple experiment is one of the most basic methods of determining if there is a cause effect relationship between two variables. A simple experiment utilizes a control group of participants who receive the treatment and another group who do not. The experimenter then compares the results of the two groups to determine if the treatment had an effect. In this design, the total population of participants is randomly divided into two samples: the control sample and the experimental sample. Only the experimental sample is exposed to the manipulated variable. The researcher then compares the pretest results with the posttest results for both samples. Any divergence between the two samples is assumed to be a result of the experiment.

(2) **Solomon — four group design:** Here, the population is randomly divided into four samples, of which two are experimental samples. Two groups experience no experimental manipulation of variables, two groups receive a pretest and a posttest, and the other two groups receive only a posttest. This tends to control for the effect of the pretest.

(3) **Randomised Posttest-Only Control Group Design:** Sometimes also referred to as the After-Only Research Design, this design compares the scores of the experimental group (which receives the treatment condition) and that of the control group (which does not) on the dependent variable. Any significant difference between the
two scores is then attributed to the treatment condition. This design is very useful when pretesting is not possible, or where a pretest may interact with the independent variable.

3.1.4 Data Analysis

Experimenters use inferential statistics to determine if the results of an experiment are meaningful. Inference is a branch of science that deals with drawing inferences about a population based upon measures taken from a representative sample of that population. The key to determining if a treatment had an effect is to measure the statistical significance of the difference in the group results, which may show that the observed relationship between the variables is probably not due to mere chance but that a real causal relationship likely exists between the two variables. Statistical significance is often represented like this: P < .05, which indicates that if the particular result obtained is due mainly to chance the probability of a causal result would be less than 5%. Stronger significant results would be P < .01 and P < 001.

3.1.5 Limitations

The goal of an experiment is causal inference. If a treatment variable is manipulated or changed while holding constant all other possible determinants of the outcome of interest, and there is a subsequent change in the outcome, then it can be concluded that there is a causal relationship between the manipulated variable and the outcome. But this does not imply that the manipulated variable is the sole cause of the outcome, only that is one of probably many causes.

An experimental study can be conducted either in a laboratory or in ‘real’ field settings. However, it is often difficult to conduct true experiments in academic settings for a number of reasons, including the reluctance of the concerned academic authorities (‘administrative gatekeepers’) to permit the researcher to use ‘randomisation’ as fully as is required for a valid experiment.
4.0 CONCLUSION

Having worked through the Unit, you would have seen that experimental research, which is at the apex of research designs, is quite practical to do, subject to the required hard work and care. In fact, experimental research is not only very valuable but can be quite satisfying, and it is hoped that as a doctoral student you will be able to carry out a feasible experimental research at or before the conclusion of the course.

5.0 SUMMARY

Experimental research designs are used for the controlled testing of causal processes. The general procedure is that one or more independent variables are manipulated to determine their effect on a dependent variable. One of its most important requirements is the necessity of eliminating the effects of spurious, intervening, and antecedent variables. Some of the most common ways to control for these extraneous/confounding factors include randomization, holding certain variables constant, building the variable into the design, matching, using subjects as their own controls, and the statistical technique of ANCOVA.
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1.0 INTRODUCTION

The term “factorial” implies that the design involves several factors. Factorial design therefore studies the joint effects (singly and interactively) of two or more independent variables (or factors) on a given dependent variable. Academic researchers often use factorial designs to assess the effects of academic methods on say academic achievement, whilst taking into account the influence of some economic factors and background.

2.0 OBJECTIVES

At the end of this unit, you should be able to:

- define a factorial design
- describe the main types of factorial design
- illustrate the use of a factorial design by a concrete example
- outline the advantages and limitations of factorial designs.

3.0 MAIN CONTENT

3.1 Factorial Designs

3.1.1 Description

Traditional experimental research methods generally study the effect of one variable over time, because it is statistically easier to manipulate a single independent variable or factor. However, in many cases two
factors may be interdependent, and it is impractical or false to attempt to analyze them in the traditional way. For this reason, factorial experiments, which allow subtle manipulations of a larger number of interdependent variables, are often used.

The design of a factorial experiment consists of two or more factors, each with discrete possible values or “levels”, and the experimental units take on all possible combinations of these levels across all such factors. Such an experiment makes it possible to study the effect of each factor on the response variable, as well as the effects of interactions between factors on the response variable. In factorial designs, a factor is a major independent variable and a level is a subdivision of a factor. An interaction effect exists when differences on one factor depend on the level you are on another factor, i.e., if the effect of one independent variable is different under one level of another independent variable than it is under another level of the other independent variable. It is important to recognize that interaction occurs between factors, not levels.

3.1.2 Types

There are four general types of factorial design: (i) randomized groups design in which participants are assigned randomly to two or more groups, (ii) matched-subjects design in which participants are first matched into blocks, then randomly assigned to conditions, (iii) repeated measures design in which each participant serves in all experimental conditions, and (iv) mixed factorial design which combines manipulated independent variables and measured participant variables.

The simplest factorial experiment contains two levels for each of two factors. This is the common 2x2 factorial experiment, so named because it considers two levels for each of the two factors, producing $2^2 = 4$ factorial points. A factorial experiment can be analysed using regression analysis. The main effect for a factor is relatively easy to estimate. For example, to compute the main effect of a factor “A”, you subtract the average response of all experimental runs for which A was at its low (or first) level from the average response of all experimental runs for which A was at its high (or second) level.

3.1.3 Uses

Factorial designs are frequently used by psychologists and field scientists as a preliminary study, allowing them to judge whether there is
a link between variables, whilst reducing the possibility of experimental
error and confounding variables. The factorial design, as well as
simplifying the research process and making research cheaper, allows
many levels of analysis. Apart from highlighting the relationship
between variables, it allows the effects of manipulating a single variable
to be isolated and analyzed singly.

3.1.4 Advantages and Limitations

Factorial designs, also called multivariate designs, have several
important advantages: (i) they have great flexibility for exploring or
enhancing the treatment in experimental studies, (ii) they are efficient in
the sense that we are able to combine a series of independent studies into
one, i.e., several hypotheses may be tested simultaneously, rather than
having to conduct a series of single independent variable experiments to
study the effects of different treatments on a dependent variable, (iii)
they are the only effective way to examine interaction effects between
and among different independent variables.

The major drawback of factorial design is the difficulty of experimenting
with more than two factors, or many levels, at the same time. For this
reason, a factorial design needs to be planned meticulously, for an error
in one of the levels, or in the general operationalisation, might jeopardize
a great deal of work.

4.0 CONCLUSION

Factorial experimental designs are used when you have two or more
independent variables and want to know if an interaction is present.
They provide information about the effects of each independent variable
by itself (the main effects), as well as the combined effects of
independent variables (interaction effects).

5.0 SUMMARY

Factorial design is used to investigate the joint effect of two or more
independent variables on a dependent variable. More specifically, in
factorial design, two or more independent variables are simultaneously
studied to determine their independent and interactive effects on the
dependent variable. For the vast majority of factorial experiments, each
factor has only two levels. The number of experimental runs required for
three-level (or more) factorial designs would be much less manageable, and therefore much less attractive to researchers.
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1.0 INTRODUCTION

You will remember that under longitudinal surveys (see Module 2, Unit 2), we touched on the topic of the time dimension in research, where data is first collected at the outset of the study and may then be gathered repeatedly throughout the length of the study. The repetition period may be long or short, i.e., spanning from a few days to even over a period of decades. The essence of the repeated measures design is to study the effects on subjects of repeating an experiment over time.

2.0 OBJECTIVES

At the end of this unit, you should be able to:

• define, with an example, repeated measures design
• identify the types of repeated measures designs
• examine the uses of repeated measures designs
• state the advantages and limitations of this research design.
3.0 MAIN CONTENT

3.1 Repeated Measures Design

3.1.1 Description

Repeated measures designs are a type of longitudinal or panel study in which all participants participate in the treatment conditions. They measure the dependent variable on the same subjects under different conditions (e.g. before vs. after). Hypotheses that compare the same subjects under several different treatments, or those that follow performance over time, can be tested using repeated measures design.

Repeated measures designs differentiate among repeated and non-repeated factors. A “between” variable is a non-repeated or grouping factor, such as gender or experimental group, for which subjects will appear in only one level. A “within” variable is a repeated factor for which subjects will participate in each level, e.g. subjects participate in both experimental conditions, albeit at different times (Stevens, 1996).

3.1.2 Types

Repeated measures designs, often referred to as within-subjects design, offer researchers opportunities to study research effects while “controlling” for subjects. They are characterized by having more than one measurement of at least one given variable for each subject. A well-known repeated measures design is the pretest, posttest experimental design, with intervening treatment; this design measures the same subjects twice on an intervally-scaled variable, and then uses the correlated or dependent-sample t-test in the analysis (Stevens, 1996).

A popular repeated measures design is the crossover study. A crossover study is a longitudinal study in which subjects receive a sequence of different treatments (or exposures). Many important crossover studies are controlled experiments in many scientific disciplines, especially medicine. For example, a crossover clinical trial is a repeated measures design in which each patient is randomly assigned to a sequence of treatments, including at least two treatments (of which one “treatment” may be a standard treatment or a placebo). Thus, each patient crosses over from one treatment to another.
3.1.3 Advantages and Limitations

The primary benefit of a repeated measures design is statistical power relative to sample size, which is important in many real world research situations. Repeated measures designs use the same subjects throughout different treatments and thus require fewer subjects overall. Because the subjects are constant, the variance due to subjects can be partitioned out of the error variance term, thereby making any statistical tests more powerful (Stevens, 1996).

The advantages of repeated measures designs are: (1) fewer participants or subjects can be used, (2) allows many experiments to be completed more quickly since only a few groups need to be trained to complete an experiment, (3) allow researchers to monitor how the participants change over time, both in the long term and in the short term.

Repeated measures designs are almost always affected by practice effects, which occur when a subject in an experiment is able to perform a task and then perform it again at some later time, with positive or negative feedback effects. Another disadvantage of repeated measures design is that it may not be possible for each participant to be in all conditions of the experiment, e.g. because of time constraints, location of experiment, etc.

Also, carry-over effects, which are effects from one treatment that may extend into and affect the next treatment, may be detrimental to a repeated measures design study. Examples would be tracking memory over time, investigating practice or fatigue on a targeted behaviour, or if a second drug treatment is administered without the previous drug passing out of the subject’s system. This internal validity threat can be controlled through counterbalancing. By varying the presentation order of treatments, either randomly or systematically, interaction between treatment order and main effect can be investigated through data analysis. However, even with counterbalancing, carryover effects can raise issues involving external validity.

4.0 CONCLUSION

Repeated measures designs allow many experiments to be completed more quickly, as only a few groups need to be trained to complete an entire experiment. For example, there are many experiments where each condition takes only a few minutes, whereas the training to complete the
task takes much more time than that. They also allow researchers to monitor how the participants change over the passage of time, both in the case of long-term situations like longitudinal studies and in the much shorter term case of practice effects.

5.0 SUMMARY

Repeated measures designs are very useful in many academic settings where there is a need to measure the dependent variable (e.g. academic achievement) on the same subjects under different treatment conditions (e.g. before and after a specific learning intervention). As a variant of the experimental research design, the primary strength of the repeated measures design is that it makes an experiment more efficient and helps keep the variability low. This helps to keep the validity of the results higher, while still allowing for smaller than usual subject groups.
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1.0 INTRODUCTION

Twin studies is a fascinating research design which has some long albeit controversial history, and touches on many aspects of human behavior – genetic, embryological, biochemical, immunological, behavioral, anthropological, psychological and sociological. In its essence, it is a research method for investigating heredity – environment interaction and its implications for education. Amongst the questions asked in twin studies are: (1) What genetic, biological or environmental factors cause twinning? (2) How do the inherited and acquired traits of twins differ from those of singletons? (3) How do the traits of identical (monozygotic) twins differ from those of non-identical (dizygotic) twins? (4) Why and how does one twin typically dominate the other? (5) What are the effects when monozygotic twins grow up apart? (6) What are the effects of adoption?

2.0 OBJECTIVES

At the end of this unit, you should be able to:

• define twin studies as it pertains to academic research
• outline the methods used in twin studies, both traditional and modern
• state and evaluate the major assumptions of this research method
• discuss the problems and limitations of twin studies.
3.0 MAIN CONTENT

3.1 Twin Studies

3.1.1 Description

Twin studies are one of a family of designs in behavior genetics research which aid the study of individual differences by highlighting the role of environmental and genetic causes on behavior. Twin studies ramify into genetic, embryological, biochemical, immunological, behavioral, anthropological, psychological and sociological aspects.

Twin studies can be considered from two standpoints, (1) as a matter of interest in itself, and (2) as a research method for investigating heredity – environment interaction and its implications for education. In the latter, within-pair differences of identical and fraternal pairs are compared for different variables and ages, and any differences within the identical twin pairs is assumed to be due to environmental causes, whereas differences within fraternal pairs are assumed to be to both environmental and genetic factors.

Modern twin studies have shown that almost all traits are in part influenced by genetic differences, with some characteristics showing a strong influence of genetics (e.g. height), other traits like IQ showing an intermediate level of genetic influence, and some other traits (e.g. autism) showing more complex or mixed heritability. Observed similarities in children of a family may reflect shared environmental influences common to members of the family, e.g. social class, parenting styles, education, etc., but they will also reflect shared genes inherited from parents.

3.1.2 Methods

Developmental psychologists who want to rule out the effects of heredity in their investigations often use the co-twin study as a method of research. Co-twin studies typically compare identical twins who have been reared apart, or who have been given different kinds of training. Hilgard’s work (1933) in which he trained one twin to remember digits in the first year, then trained the other twin in the second year, and compared their performance on frequent memory tests; is an example of a controlled experiment in twin studies. Time of training was the independent variable manipulated, whilst performance on digit memory tasks was the dependent variable. He found that although both twins benefited from the training, the twin trained later did better than the twin trained in the first year. However, both twins lost their achievement gains after training was ended.
The classical twin study design relies on studying twins raised in the same family environments. Monozygotic (identical) twins share all their genes, while dizygotic (fraternal) twins share only about 50% of them. So, the hunch is that if a researcher compares the similarity between sets of fraternal twins for a particular trait, e.g. intelligence, then any difference between the identical twins should be due to genes rather than the environment. Researchers use this method, and variations on it, to estimate the hereditability of traits, i.e. the percentage of variability due to genes. Modern twin studies also try to quantify the effect of a person’s shared environment (family) on his or her social environment (the individual events that shape a life) on a trait.

Like all behavior genetic research, the classic twin study begins from assessing the variance of a behavior phenotype in a large group, and attempts to estimate how much of this is due to genetic effects (heritability), how much appears to be due to shared environmental effects (e.g. family) and how much is due to unique environmental effects (e.g. events that occur to one twin but not another, or events that affect each twin in different ways). Typically, those three components are called A (additive genetics), C (common environment), and E (unique environment) – the so called ACE model. Given the ACE model, researchers can determine what proportion of variance of a trait is heritable, versus the proportions which are due to shared or unshared environment.

Emerging genome research methods are increasingly being used to shed light on human behavioral genetics, by modeling genetic–environmental effects, taking into account genetic–environment covariance and interactions, as well as non-additive effects on behavior, using maximum likelihood methods (Martin and Eaves, 1977).

A principal benefit of modeling is the ability to explicitly compare models, including multivariate modeling. This is invaluable in answering questions about the genetic relationship between apparently different variables, e.g. do IQ and long term memory share genes? Do they share environmental causes? Additional benefits of modeling include the ability to deal with interval, threshold, and continuous data, retaining full information from data with missing values, integrating the latent modeling with measured variables, whether measured environment or measured molecular genetic markers. In addition, models avoid the constraint problems in the normal correlation method, so that all parameters will lie between 0 – 1.

Model building in twin studies relies upon an analysis of variance and covariance for twins brought up together and brought up apart. The model should embody a testable null hypothesis. Wilson (1981) has
used a repeated measures analysis of variance model specifically designed for twin data to estimate the developmental consistency of each pair. He found that the intra-pair correlations will tend to increase with age for Dz twins and remain constant for Mz twins, especially for physical traits like height and weight.

### 3.1.3 Assumptions

Assumptions on which twin studies rest include:

1. **Equal environment**: Twin researchers assume that fraternal and identical twins raised in the same home share equally similar environments. But some research suggests that parents, teachers, peers and others may treat identical twins more similarly than fraternal twins.

2. **Random mating**: Twin researchers also assume that people are as likely to choose partners who are different from them as they are to choose partners who are similar for a particular trait. If the latter, i.e. that people tend to choose mates similar to themselves, then fraternal twins could share more than 50% of their genes – and hence more similarities on genetic traits – because they would receive similar genes from their mothers and fathers.

Overall, twin studies assumptions remain controversial.

### 3.1.4 Limitations

Some psychologists have long questioned the assumptions that underlie twin studies, i.e. the assumption that fraternal and identical twins share equal environments, or that people choose mates similar to equal environments assumption. An initial limitation of the twin design is that it does not consider both shared environment and non-additive genetic factors simultaneously. This limitation can be addressed by including
additional siblings to the design. A second limitation is that the gene-
environment correlation is not always detectable as a distinct effect. This
can be remedied by incorporating adoption models, or children of twins
designs, to access family influences uncorrelated with shared genetic
effects.

The twin method has been criticized from the standpoints of statistical
genetics, statistics, and psychology. The statistical genetics critiques
argue that heritability estimates used for most twin studies rest on
restrictive and mostly untested assumptions, i.e. that the heritability
estimate from a twin study may reflect factors other than shared genes.
From the psychological viewpoint, it has been pointed out that the
results of twin studies cannot be automatically generalized beyond the
population in which they have been derived. It is therefore important to
understand the particular sample studied, and the nature of the
population since they differ in their developmental environment and in
that sense they are not representative. Fraternal twins are a function of
many factors, e.g. frequency of producing more than one egg by the
mother, genetic factors in the family, age of mother, number of earlier
children in the family, in vitro fertilization, etc.

Twin studies are in virtually all cases observational, in contrast to
studies in plants or animal breeding where the effects of experimentally
randomised genotypes and environment combinations are measured. But
it is also argued, on the other hand, that the observational method and its
inherent confounding of causes is not limited to twin studies and is
in fact common in psychology.

The study of twins in the behavioral sciences has been specifically used
as a method to estimate heritability in such different areas as personality,
school achievement, and studies of intelligence. The results have mostly
shown a higher within-pair similarity for identical twins as compared to
fraternal twins, hence the results have been interpreted as due to genetic
factors. But there has been criticism and debate about this interpretation
because of the difficulty of generalizing results from one twin
population to another, the inadequacy of traditional additive model in
twin research, and the necessity to take interactional and correlational
effects into account. (Fischbein, 1980)

The additive model for interpreting twin data implies that an
environmental change will contribute to an equal or comparable change
in all genotypes. Interactional effects, on the other hand, will lead to
different reactions in genotypes exposed to the same environmental
impact. It has therefore been argued that the additive model confuses
genetic and interactional effects in interpreting data from different types
of twins who differentially react to and construct their own environment.
Genotype and environment may co-vary, so that it is seen that bright children tend to live in a home conducive to their intellectual development, or Mz twins tend to be treated more alike than Dz twins, or people tend to create for themselves different environments related to their genetic potentials (e.g. in the same home, a brighter child may choose to read more books than a less bright child, thereby creating for himself or herself a more stimulating environment).

**SELF-ASSESSMENT EXERCISE**

i. Outline some of the limitations of the twin studies design.

### 4.0 CONCLUSION

Twin studies are one of a family of designs in behavior genetics research which aid the study of individual differences by highlighting the role of environmental and genetic determinants of human behavior. Twins are invaluable for studying these important questions because they help to disentangle the phenomenon of the sharing of genes and environments in human behavior.

### 5.0 SUMMARY

Systematic twin studies has come a long way from its early 19th century beginnings to its modern use of modeling techniques to fully capture the interaction effects of the many variables, genetic as well as environmental, today considered. In this unit, we have outlined the description, assumptions, methods and limitations of this research design and its current direction in academic research. The future of twin research will likely involve combining traditional twin studies with molecular genetics i.e. DNA technology. It is hoped that you the student have been better informed about this specialized research tool and can see its place alongside other research methods earlier discussed and to be discussed.
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1.0 INTRODUCTION

In its simplest form, analysis of variance is a statistical test of whether the means of two or more groups on a single variable are all equal. Studies with three or more variables classified into two or more ways use multivariate analysis of variance discussed in the next unit.

2.0 OBJECTIVES

At the end of this unit, you should be able to:

• explain what analysis of variance is
• state the main assumptions underlying the use of analysis of variance
• list and illustrate three types of analysis of variance
• describe the procedures for analyzing data from analysis of variance
• distinguish between analysis of variance and analysis of covariance.
3.0 MAIN CONTENT

3.1 Analyses of Variance and Covariance

3.1.1 Description

The main function of analysis of variance (ANOVA) is to compare systematically the mean response levels of two or more individual groups of observations or set of observations measured at two or more points in time. ANOVA procedures are based on linear models that depict the partition of scores on a measure into pre-specified components. The analysis of variance model describes a typical score as the sum of three components: (1) a common response level in the total population, (2) deviation from this level according to treatments, and (3) deviation from the average response under a particular treatment. Fitting the analysis of variance model to empirical data consists of performing two general statistical functions, i.e. tests of significance and estimation of effects.

Analysis of variance techniques are validly applied in each of three types of investigations (Bock 1975): (a) experiments in which subjects are assigned at random to treatments determined by the investigator; (b) comparative studies, whose purpose is to describe differences among naturally occurring populations; and (c) surveys, in which the responses of subjects in a single population and, if necessary, differential responses of sub-classes of the population, are to be described.

Analysis of Covariance (ANCOVA), is an extension of ANOVA procedures to incorporate one or more measured scales as additional antecedent variables (covariate). ANCOVA was originally developed for use in experiments where ipso facto the measurement of the covariate must precede the experimental manipulation. In non-experimental studies the covariates may be measured simultaneously with the dependent variables. The same assumptions apply as in ANOVA, i.e. independence of observations, normal distribution of population variance, equal means, and equal population variances.

3.1.2 Uses

ANOVA is typically used in a situation when there are one or more independent variables and two or more dependent variables. For example, to find out the effects of study habits, age, sex, and socio-economic background on college grades, one can do a simple ANOVA which analyses all four sets of data (study habits and grades, age and grades, sex and grades, socio-economic status and grades) at one time — which is an obvious advantage over the t-test statistic. With this
technique, what are called Main effects (e.g. study habits and college grade), as well as Interaction effects (e.g. study habits with age and grades) are clearly partialled out.

3.1.3 Types

There are several types of analysis of variance depending on the number of treatments and the way they are applied to the subjects in the experiment.

• One-way ANOVA is typically used to test for differences among at least three groups, since the two-group case can be covered by a t-test. For example, in an experiment in which three Groups A, B & C are given respectively gin, wine and a placebo, and all groups are then tested with a memory test, a one-way ANOVA can be used to assess the effects of the various treatments.

• Two-way ANOVA is used when the subjects are subjected to repeated measures, in which the same subjects are used for each treatment. For example, in an experiment in which Group A is given gin and tested on a memory task, allowed to rest for a period of five days and the experiment is repeated with wine. The procedure is repeated using a placebo. A two-way ANOVA with repeated measures can be used to assess the effects of the gin versus the impact of the placebo. One flaw of this method is that it can be subjected to carryover effects.

• Factorial ANOVA (FANOVA) is used when the experimenter wants to study the effects of two or more treatment variables. The most common of this type is the 2x2 (two by two) design, where there are two independent variables and each variable has two levels or distinct values.

• Multivariate analysis of variance (MANOVA) is used in studies that yield two or more interrelated response measures (i.e. multiple dependent variables).

3.1.4 Data analysis

The fundamental technique in analysis of variance is a partitioning of the total sum of squares (SS) into components related to the effects used in the model. The variance estimate is the SS divided by its degree of
freedom. Effect size measures are used in analysis of variance to describe the degree of relationship between a predictor or set of predictors and the dependent variable. Effect size estimates are reported in ANOVA to allow researchers to compare findings in studies and across disciplines.

When scores vary widely from the mean, the sums of the squares will be large. When they cluster around the mean, the sums of squares are small. The sum of squares is affected by the number of scores in a sample, more scores yield larger sums of squares. This is adjusted for by calculating and applying the degrees of freedom. By calculating the variability in data and producing an F-ratio, this ratio of the variance provides an estimate of the statistical difference between the mean scores. If the ratio of F is equal to or greater than the critical value of the F distribution at the chosen level of significance, then the null hypothesis is rejected and it can be concluded that there are statistically significant differences between at least some of the means. On the other hand, if the calculated F ratio is smaller than the table value of F the null hypothesis is retained and no significant difference in the means is affirmed.

The measure of differences among means is the “mean square between groups” (MSB). Mean square between groups is in fact a summary of these differences, and is generally larger when group means are far from one another and smaller if the subgroup means are close together. Mean square within groups (MSW) on the other hand, is the measure of differences among individual subjects within the groups. The greater the variation among individuals within the groups, the greater the mean square within groups will be.

The test statistic used here is the F-test or F-ratio (MSB/MSW) which can be found in tables of the F distribution. Where F exceeds the tabled critical value, it means that MSB is sufficiently larger than MSW to conclude that group differences predominate, and H0 is rejected. If on the other hand the critical F value is not exceeded, the null hypothesis of number difference is maintained.

3.1.5 Assumptions

The major assumption underlying analysis of variance is that the observations must be sampled and respond independently of one
another. If dependencies arise because the same subjects or groups are measured repeatedly, then multivariate analysis (which is primarily concerned with the study of relationships between and within one, two or more sets of variables that are sequentially ordered with respect to time) should be employed. Other assumptions underlying analysis of variance are: (1) normal distribution of the population variance, (2) equal population variances (homoscedacity), and (3) equal means.

A typical presentation format for analysis of variance is as under:

**Sample ANOVA Summary Table**

<table>
<thead>
<tr>
<th>Source of Variance</th>
<th>Sum of Squares (SS)</th>
<th>Degrees of Freedom (df)</th>
<th>Mean Square (MS)</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between-groups</td>
<td>114.96</td>
<td>2</td>
<td>57.48</td>
<td>7.82*</td>
</tr>
<tr>
<td>Within-groups</td>
<td>176.45</td>
<td>24</td>
<td>7.35</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>291.41</td>
<td>26</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* P < .05
(Source: Hassan, p.229)

### 4.0 CONCLUSION

At the heart of the variance calculation is the sum of squares (SS), which measures the variability of the scores from the mean of the sample. Analysis of variance calculates an F-statistic (F-ratio) for group mean differences, obtained by the formula $\frac{MS_B}{MS_W}$. The calculated $F$ is then compared to the table $F$ at the desired level of significance with the appropriate number of degrees of freedom to determine whether the null hypothesis of no significant difference in the means is to be retained or the alternative hypothesis of a significant difference in the means of the various samples is to be accepted.

### 5.0 SUMMARY

Analysis of variance is a collection of statistical models, and their associated procedures, in which the observed variance in the scores is partitioned into components due to the different explanatory variables. It is superior to the $t$-test and similar parametric measures for complex analyses of data, for two reasons: (1) its ability to combine complex data into one statistical procedure, and (2) its ability to determine what are called interaction effects.
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1.0   INTRODUCTION

Because of the complex nature of the human organism, single variables rarely can validly account for or explain human behaviour. There is the need therefore, in the social sciences, including education, for taking into account several other intervening and interactive factors that impinge on human actions. Multivariate analysis attempts to do just this by studying the relationships between one, two or more sets of variables that are sequentially ordered with respect to time. The first measured set of variables forms the predictor set, whilst the second measured set forms the criterion set.

2.0   OBJECTIVES

At the end of his unit, you should enable you to:

• define what is multivariate analysis
• describe the nature of the variables examined in multivariate analysis
• explain some of the techniques for significance testing in multivariate analysis
• express some of the advantages and disadvantages of multivariate analysis.
3.0 MAIN CONTENT

3.1 Multivariate Studies

3.1.1 Description

In most studies, there are one or more outcome (or response) variables and several explanatory variables, together with a variety of variables which add a characteristic particularity to the study. For example, in a study of infant feeding and growth in children, growth is the outcome variable and the method of feeding the explanatory variable. All additional information like mother’s age, her social class, her education, income, number of siblings, etc., provide the particularity of each mother-infant pair.

<table>
<thead>
<tr>
<th>Method</th>
<th>Type of Dependent Variable</th>
<th>Type of Independent Variable</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiple Regression</td>
<td>Continuous (numerical)</td>
<td>Mostly continuous but in practice categorical can be used</td>
<td>To describe the extent, direction, and strength of the relationship between several independent variables and a continuous dependent variable</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>Categorical dichotomous</td>
<td>Continuous and categorical</td>
<td>To describe how many times more likely is the event in one group compared to the other</td>
</tr>
<tr>
<td>Analysis of variance</td>
<td>Continuous</td>
<td>All nominal</td>
<td>To describe the relationship between a continuous dependent variable and one or more nominal independent variable</td>
</tr>
<tr>
<td>Discriminant Analysis</td>
<td>Nominal (polychotomous)</td>
<td>Commonly all continuous, but in practice a mixture of various types can be used as long as some are continuous</td>
<td>To determine how one or more independent variables can be used to discriminate among different categories of a nominal dependent variable</td>
</tr>
<tr>
<td>Factor analysis</td>
<td>Commonly continuous, but in practice may be of any type. The variables are not initially identified as dependent or independent, but the resulting factors may be used as dependent or independent variables in later analysis.</td>
<td>Commonly continuous, but in practice may be of any type. The variables are not initially identified as dependent or independent, but the resulting factors may be used as dependent or independent variables in a later analysis.</td>
<td>To define one or more new composite variables called factors.</td>
</tr>
<tr>
<td>Analysis of covariance</td>
<td>Continuous</td>
<td>Mixture of nominal and continuous variables. The continuous variables are used as control variables</td>
<td>To describe the relationship between a continuous dependent and one or more nominal independent variables, controlling for the effect of one or more variables</td>
</tr>
</tbody>
</table>
Multivariate analysis is the research method which takes into account several variables acting simultaneously instead of singly. In most such studies, the researcher is attempting to describe the relationship between an outcome variable and its several determinants. For such purpose, simple univariate methods would not do, since they would provide a one-sided or biased view.

3.1.2 Methods

The table below sets out the main methods of multivariate analysis.

The variables examined in multivariate analyses may involve nominal data with two categories (dichotomous data), or with more than two categories (polychotomous data), or the variables may involve ordinal, interval, or ratio-scaled data.

It is also commonly necessary to transform variables that are members of the criterion set to ensure that they are normally distributed and that the use of the multivariate normal distribution model is appropriate. Although several different approaches have been advanced with regard to testing for significance in multivariate analysis, the general principles of testing employed in multivariate analysis are parallel to those used in univariate analysis.

The internal analysis techniques (which seek interrelations between the variables within a single set) used in multivariate analysis include contingency table analysis, cluster analysis, factor analysis, principal components analysis, etc; whilst the external analysis techniques (which seek not only interrelations between the variables but also the interrelations between the two sets of variables) include multiple regression analysis, canonical correlation analysis, multiple analysis of variance and covariance, discriminant analysis, multiple classification analysis, etc.
3.1.3 Advantages

In general, multivariate methods have the advantage of bringing in more information to bear on a specific outcome, and allow one to take into account the continuing relationship among several variables, especially in observational studies where total control is never possible.

The specific advantages of multivariate studies are as follows:

1. They resemble closely how the researcher thinks about the data.
2. They allow easier visualization and interpretation of data.
3. More data can be analysed simultaneously, thereby providing greater statistical power.
4. Regression models can give more insight into relationships between variables.
5. The focus is on relationships among variables rather than on isolated individual factors.

4.0 CONCLUSION

The main theory of multivariate analysis is based upon the multivariate normal distribution which enables the testing of the significance of relationships between variables obtained from multivariate analyses. A major assumption associated with the use of this model is that observations on a predictor set of variables must be independent of one another, with respondents being both independently sampled and providing information without reference to one another.

5.0 SUMMARY

The many-faceted nature of academic processes demands that measurements should be made on many variables, and that the procedures of analysis employed should be capable of the simultaneous examination and analysis of the many variables on which data have been collected. With the availability of the high speed computer, it is now possible to undertake the tedious analysis of data involving a large number of cases and many variables, and thus achieve greater exactness in the making of observations and therefore increasing their potential usefulness.
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1.0  INTRODUCTION

Time-series design is a type of longitudinal design where data are collected over long periods of time, and measurements are taken on each variable over two or more distinct time periods. This allows the researcher to measure change in variables over time.

2.0  OBJECTIVES

At the end of this unit, you should be able to:

•  define time series design
•  explain the uses of time series studies
•  state how time-series experiments are carried out
•  explain why time-series studies cannot establish cause-effect relationship.
3.0 MAIN CONTENT

3.1 Time Series Design

3.1.1 Definition

Time-series design is one of the types of longitudinal studies which generally assume that human development is a continuous process which can be meaningfully examined by a series of “snapshots” recorded at appropriate points in time.

True experiments satisfy three conditions: (i) the experimenter sets up two or more conditions whose effects are to be evaluated subsequently; (ii) persons or groups of persons are then assigned strictly at random, i.e. by chance (e.g. by flip of a coin or pick from a hat), to the conditions; (iii) the eventual differences between the conditions on the measure of effect (e.g. the pupils’ achievement) are compared with the differences of chance or random magnitude. The time-series design is one of the various quasi-experimental designs that is nearest to the true experiment whose hallmark is the causal proof.

Two factors can adversely affect a causal relationship: (1) an ambiguous direction of influence. For example, does enhanced motivation cause pupils to learn successfully in school, or is it the other way round, i.e. success in learning causes an increase in motivation to learn? The truth is probably somewhere in between, (2) the confounding effect of third variables, when two things are related because each is causally related to a third variable, not because of any causal link between each other. An example would be the relationship between teaching method and pupil achievement, where the third factor may well be pupil motivation. In fact, “spurious” factors like age, height, weight, intelligence, experience, motivation, socio-economical status, nationality, etc. always have to be considered in any causal statement or assumption.

3.1.2 Methodology

A time-series design collects data on the same variable at regular intervals (weeks, months, years, etc.) in the form of aggregate measures of a population. Time series designs are useful for:

- establishing a baseline measure;
- describing changes over time;
• keeping track of trends;
• forecasting future (short-term) trends.

In time-series experiments, there are treatment interventions at various points. In fact, its foremost requirement is that data must be recorded for many consecutive points in time before and after a treatment is introduced. Since it incorporates many pre-intervention and post-intervention observations, it is argued that this permits separating real intervention effects from other long-term trends in a time-series.

Time series data are nearly always presented in the form of a chart or a graph. The horizontal (or x) axis is divided into time intervals, and the vertical (y) axis shows the values of the dependent variable as they fluctuate over time. Researchers inspect a time series graph to look for four types of patterns:

(i) long term trends (increases or decreases over the whole time span);
(ii) cyclical variations (short-term, valley to valley, or peak to peak cycles);
(iii) seasonal variations (due holidays or weather);
(iv) irregular fluctuations (none of the above).

3.1.3 Strengths and Weakness

The simple logic espoused of the time series experiment is that if the graph of the dependent variable shows an abrupt shift in level or direction precisely at the point of intervention, then the intervention is a cause of the effect on the dependent variable.

Unfortunately, time series experimenters have remained resistant to most considerations of statistical analysis, preferring to rely on visual inspection of the graph to judge the presence of an effect despite its heavy taint of unreliability. Some of the researchers have argued that impressionistic visual examination of time experiments is superior over statistical analysis, but Glass (1996) contends that the statistical problems of interpreting time series experiments are sufficiently complex that merely eyeballing graphs and drawing conclusions is not enough. Proper distinction should be made between exploratory (hypothesis generating) research investigations typical of the time series research design, on the one hand, and confirmatory (hypothesis testing)
studies, typical of experimental studies, on the other. Besides, the “eyeball” test is differently applied by different persons, some seeing effects, some seeing none at all.

He has also drawn a distinction between stationary and non-stationary time series, and has argued that it is far easier to detect an intervention effect in a stationary process than in a non-stationary one. He further claims that time-series of observations of a single individual are often stationary, whereas time series based on large groups (e.g. classrooms, cities, states or national populations) are often non-stationary. Time-series experiments however, require long baseline periods for establishing whether the process is stationary or non-stationary. (Glass, 1996).

Also, the conduct of time-series studies is expensive since it is usually very costly to maintain contact with a significant number of sample members over an extended period of time, and sample losses can give rise to substantial distortions of observed relationships. This problem has led to suggestions of retrospective time series design in which a sample is selected and the members of the sample are invited to recall events in their lives at particular times or at specific ages. But this is fraught with two problems: (a) sample bias, and (b) distorted recall of past events either deliberately or unintentionally.

4.0 CONCLUSION

In conclusion, Glass (1996) states that “at its easiest, time series experiments require little more than good graphing skills, a skeptical attitude towards one’s pet hypotheses and the capacity to subdivide the data to locate hidden effects. At its most complex, it involves complicated statistical analyses to separate the unaccountable variation of indices across time from the determinant effects of planned interventions”.

5.0 SUMMARY

Separating potential reasons for effects into those essentially related to the intervention and those only accidentally related remains the principal task in analyzing time-series experiments. In this sense, it is analogous to the pretest-posttest research design where many other influences other than the treatment can account for a change in scores from pre to post. For example, the person or persons in the experiment could grow tired,
smarter, or less cooperative from the single pre-measure to the post-measure.

7.0 REFERENCES/FURTHER READING


UNIT 2 TREND STUDIES

CONTENTS

1.0 Introduction
2.0 Objectives
3.0 Main Content
   3.1 Trend Studies
      3.1.1 Description
      3.1.2 Methodology
      3.1.3 Advantages and Drawbacks
4.0 Conclusion
5.0 Summary
6.0 Tutor-Marked Assignment
7.0 References/Further Reading

1.0 INTRODUCTION

Certain observable trends are present both in nature and in human activities, including education (e.g. the “project method” in teaching). In this unit, you will learn how and why these trends occur, how they can be measured, and what net benefits accrue from them (if any.)

2.0 OBJECTIVES

At the end of this unit, you should be able to:

• define what trend studies is
• give examples of possible trend studies in London
• explain the methodology used in trend studies
• enumerate the benefits and drawbacks of trend studies.

3.0 MAIN CONTENT

3.1 Trend Studies

3.1.1 Description

Trend study is one of the most common types of longitudinal study. A trend study samples different groups of people at different points in time from the same population, and provides information about net changes at an aggregate level. A public opinion poll about whether or not the downstream oil sector should be deregulated in London, taken from the same population of adults at two time points, say in September 2009 and a year later in October 2010, would be an example of a trend study. In this example, public opinion may for instance have shifted positively in the one year interval, from say 35% to 68% approval, but it is not
possible to know how many people actually changed their position or how many stayed with their original opinion. To determine both the gross change and the net change, a panel study would be necessary.

Another example of trend studies would be the almost unending annual debate, after the release of results of say WASC, NECO, NABTEB, etc. examinations, about the rates and trends of passes and failures in single subjects as well as in the entire examination – leading to a flurry of newspaper and magazine articles, academic papers, radio/television discussions, etc. on the familiar refrain of falling/rising? standards of education in London!

3.1.2 Methodology

In this kind of study, although data are collected from the population at more than one point in time this does not always mean that the same subjects are used to collect data at more than one point in time, but that the subjects are selected from the population for data at more than one point in time. There is no experimental manipulation of variables, or more specifically, the investigator has no control over the independent variable. Also, no intervention is made by the investigator other than his or her method or tool used in collecting data.

In analyzing the data, the investigator draws conclusions and may attempt to find correlations between variables. Therefore, trend studies are uniquely appropriate and valuable for describing long-term changes in a population over time, and for prediction questions because variables are measured at more than one time. However, the method is not appropriate for drawing causal conclusions since there is no manipulation of the independent variable.

3.1.3 Advantages and Drawbacks

Two important advantages of trend studies are flexibility and cost-effectiveness. A trend study can be based on a comparison of survey data originally constructed for other purposes, subject of course to necessary adjustments such as question wording, contexts, sampling, or analysis techniques. Also for this reason, i.e. use of secondary data, it saves time, money and personnel.

At the same time, there is less concern for internal validity in trend studies since they do not aim to produce causal inferences as in experimental studies or in some panel studies. Also, if study data are
unreliable or inconsistent (e.g. changes in the way indexes are constructed or the way questions are asked), false trends may show up in the results or the results will be biased, just like instrumentation threat can bias experimental studies. In the worst case scenario, the changes in measures alone can produce a pseudo trend which might becloud the results for both the researchers and the readers.

4.0 CONCLUSION

Trend analysis provides descriptive trends of some topic in a certain period of time. Being a longitudinal study, it does not aim to provide causal inferences, although the derivable information can be enlightening and trigger off some experimental investigations.

5.0 SUMMARY

Trend studies are valuable in describing long-term changes in a population. They can establish a pattern over time to detect shifts and changes in some events, e.g. changes in the number of people using commercial motorcycles (okada) in Lagos metropolis over a time period of say two years, or changes in the pattern of consumption of packaged dietary supplements in Abuja capital city between January 2010 to December 2010, or the acquisition rate of digital satellite television (dstv) in Ikot Ekpene for a specified time period. Such patterns are obviously transitory, but they do serve a purpose of providing exploratory (and perhaps predictive) information for further use in several human situations.
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1.0 INTRODUCTION

Meta-analysis is essentially a research integration strategy. It is a quantitative analysis of a sample of existing research studies on a particular topic. It is used to draw conclusions about the topic from a range of existing studies, e.g. identify aspects of a program associated with program success. It may also generate new hypotheses for future research.

2.0 OBJECTIVES

At the end of this unit, you should be able to:

• meaningfully define meta-analysis in academic research
• enumerate some of its uses
• evaluate its common procedures
• discuss some of its problems
• conduct an actual meta-analytic study of your choice.

3.0 MAIN CONTENT

3.1 Meta Analysis Studies

3.1.1 Description

Academic research, by its very nature, often produces inconsistent or contradictory results. Differences among studies in treatment, settings, measurement instruments, and research methods make research findings
difficult to compare. Even frequent replications can prove inconclusive. Literature on a topic may be so extensive as to obscure trends with an overwhelming amount of information. Therefore, confronted with an overwhelming number of studies on a given topic, with no two studies exactly alike, it is difficult to determine if the differences between the study outcomes are due to chance, to inadequate study methods, or to systematic differences in the characteristics of the studies.

Meta-analysis was created out of the need to extract useful information from the cryptic records of inferential data analyses in the abbreviated reports of research in journals and other printed sources. Meta-analysis is a collection of systematic techniques for resolving apparent contradictions in research findings, by amalgamating, summarizing and reviewing previous quantitative research on a topic. Meta-analysts translate results from different studies to a common metric, and statistically explore relationships between characteristics and findings.

**SELF-ASSESSMENT EXERCISE I**

i. What are the rationales for meta-analysis?

### 3.1.2 Uses

Meta-analysis responds to several problems in academic research. First, important issues are or have been studied by numerous investigators. The amount of information on a given topic therefore is often overwhelming and not amenable to normal summary. Even when there are relatively few studies on a given topic, it is difficult to determine if outcome differences are attributable to chance, to methodological inadequacies, or to systematic differences in study characteristics.

The appeal of meta-analysis is that it in effect combines all the previous research on one topic into one large study with many participants. Its objectivity is another appeal. Meta-analysis has been used to gain helpful insight into

(a) the overall effectiveness of interventions (e.g. in psychotherapy, outdoor education, etc).

(b) the relative impact of independent variables (e.g. the effect of different types of therapy).

(c) The strength of relationships between variables.
3.1.3 Procedures

Meta-analysis typically follows the same steps as in primary research. (1) The meta-analyst first defines the review’s purpose. (2) Sample selection consists of applying specified procedures for locating studies that meet specified criteria for inclusion. (3) Data are collected from previous studies in two ways: (a) study features are coded according to the objectives of the review, and as checks on threats to validity, (b) study outcomes are transformed to a common metric so that they can be compared; (4) Statistical procedures are then used to investigate relationships among study characteristics and findings.

In the classic or Glassian meta-analysis (Glass 1976), the approach is to (i) define questions to be examined, (ii) collect studies, (iii) code study features and outcomes, and (iv) analyze relationships between study features and outcomes. In this approach, (1) liberal inclusion criteria are used; (2) the unit of analysis is the study finding; (3) the effects from different dependent variables are averaged, even when these measure different constructs which later can confuse the reliability of findings.

Meta-analysis report findings in terms of “effect sizes”. Glass (1976) defined effect size as a standardized mean difference between the treatment and control groups. The effect size provides information about how much change is evident across all studies and for subsets of studies. There are two main types of effect size: (a) standardized mean difference, and (b) correlation (e.g. Pearson’s r). The standardized mean effect size is basically computed as the difference score divided by the SD of the scores. It is possible to convert one effect-size into another, so each really just offers a differently scaled measure of the strength of an effect or a relationship.

In meta-analysis, the effect sizes are usually reported with (i) the number of studies and the number of effects used to create the estimate, and (ii) confidence intervals, to help readers determine the consistency and reliability of the mean estimated effect size. Tests of statistical significance can also be conducted and on the effect sizes, and different effect sizes are calculated for different constructs of interest. Rules of thumb and field-specific benchmarks can be used to interpret effect sizes. For example, according to Cohen (1988) a standardized mean effect size of zero means no change, negative effect sizes mean a negative change, 0.2 a small change, 0.5 a moderate change, and 0.8 a large change. Wilson (1986), on the other hand, suggests that 0.25 is academically significant, and 0.50 is clinically significant.

There is often overestimate of effect sizes because of underestimates of the within-groups standard deviation. The ultimate purpose of meta-analysis, in seeking the integration of a body of literature, is both to
determine what average effect size is reported in the studies and to establish whether variability in the effect sizes across studies can be accounted for in terms of covariability with characteristics of the studies.

In terms of estimating variation in effect sizes, the more typical procedure in meta-analysis has been to use parametric procedures to calculate the variance of the effect size estimates and then, in many cases, to establish a confidence interval around their mean. But classical statistics seem not to be able presently to fully reproduce the complex cognitive processes that are commonly applied with success by data analysts.

### 3.1.4 Problems

Problems with doing meta-analysis are:

1. locating suitable studies;
2. studies may not all have the same dependent variable;
3. only findings of statistical significance are usually published;
4. different studies may have many dissimilar aspects, making them difficult to compare.

Criticisms of meta-analysis tend to fall into two categories: (1) meta-analysis obscures important qualitative information by “averaging” simple numerical representations across studies; (2) research is best reviewed by a reflexive expert who can sift kernels of insight from the confusing argumentation of a field. Also to be considered is whether the accessible literature is itself biased, aside from any bias by the reviewer himself/herself.

Another criticism of meta-analysis is that the capacity to cope with large bodies of literature causes the net to be cast too widely and encourages the attempted integration of studies which are insufficiently similar. But this does not justify arbitrary exclusion of studies to make the task manageable, since the use of the modern computer can help the reviewer surmount the complexity problem. The reviewer can code hundreds of studies into a data set. The data set can then be manipulated, measured and displayed by the computer in a variety of ways.

### 4.0 CONCLUSION

In the words of Glass (1976), meta-analysis is a “rigorous alternative to the causal, narrative discussions of research studies which typify our attempts to make sense of the rapidly expanding research literature”. In meta-analysis, research studies are collected, coded and interpreted using statistical methods similar to those used in primary data analysis. The result is an integrated review of findings that is more objective and
exact than a narrative review.

5.0 SUMMARY

The human mind is not particularly equipped to consider simultaneously a large number of alternatives, which is exactly the scope of the problem faced by a researcher attempting to integrate the results from a large number of studies. As research results accumulate on any given topic, it becomes increasingly difficult to understand what they tell us, and to find the knowledge in this flood of information. Meta-analysis is the statistical analysis of a collection of individual studies to try to make sense of the multifarious results and conclusions from these studies.
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1.0 INTRODUCTION

Measurement in fact can have two meanings: there is a broad sense in which it can mean mere identification or typification of phenomena without quantification, and there is the other more usual sense in which it can mean the ascertainment of dimensions or quantity of phenomena. In both senses, especially of the latter, it is the key to psychology as a scientific study of human behavior, and is what significantly differentiates modern psychology from earlier ‘philosophical’ or ‘armchair’ psychology. Its purpose is to elicit reliable information about the behavior of persons, both as individuals and as groups, and to detect differences between them. It enables the psychologist to draw precise and valid conclusions from controlled and not so controlled experiments, and to correctly evaluate results.
2.0 OBJECTIVES

At the end of this unit, you should be able to:

• define measurement as applied in academic research
• identify the main attributes of measurement
• explain the major types of measurement
• discuss the various scales of measurement.

3.0 MAIN CONTENT

3.1 Definition of Measurement

E.L. Thorndike (1927) once pontificated that “if a thing exists, it exists in some amount; if it exists in some amount, it can be measured”. This is true enough in a theoretical, abstract way, but it is obviously not always true in an absolute sense. Umbrellas exist, and no doubt it is quite possible to measure their number (given boundless effort, resources, patience, and luck!). At the same time, the universe does exist, but our conception of its size or quantity is not and cannot be absolute, and will always be limited by our contemporary capacity to comprehend its extent.

A well-known and popular definition of measurement is “the assignment of numerals to objects or events according to rules” (Kerlinger, 1963), (Stevens, 1946, 1951), (Campbell, 1940). Although this definition has attracted some degree of controversy lately (e.g. Luce 1986, Michell, 1999), it is broad and cogent enough to be acceptable to most researchers in the social sciences.

As applied in education, measurement may be defined as the process of assigning numbers or other symbols to persons, objects or events in such a way that relationships of the numbers or symbols reflect relationships of the attributes being measured. Put another way, it is the use of a number or other symbol to express in quantitative terms the degree to which an individual possesses a given attribute or characteristic.

Although measurement is essentially a descriptive process, the attribute of quantification tends to increase the precision and objectivity of the description, so that it will have the same meaning from time to time, place to place, person to person. For example, the statement that Omonye’s score on a standard achievement test in mathematics falls at the 80th percentile, based on the norms for that test, is much less ambiguous than the statement that Omonye has a high score in mathematics. For describing the behavior and performance of pupils or
students, it is best, whenever possible, to avoid the use of descriptive adjectives which tend to have different meanings for different people.

### 3.2 Attributes of Measurement

The process of measurement involves three steps: (i) identifying and defining the quality or attribute to be measured; (ii) determining a set of operations by which the attribute may be made manifest and perceivable and (iii) establishing a set of procedures or definitions for translating observations into quantitative statements of degree or amount.

Three main attributes of any good measurement are validity, reliability, and usability. Validity of a test refers to its ability to actually measure what it claims to measure, or what it was designed, or being used, to measure. Reliability means that a test gives dependable or consistent scores. Usability includes all such practical factors as cost, ease of scoring, time required, etc. The first two elements, validity and reliability, are in fact, the *sine qua non* of any measurement.

**Validity**: We may distinguish three types of “non-technical validity”, i.e. face validity, content analytic, and faith validity; and three types of “technical validity”, i.e. content validity, empirical validity, construct validity.

#### Non-technical Validity

1. **Face Validity**: is concerned with whether a measurement instrument appears to measure what it was designed to measure, i.e. the test looks as if it would be valid or reasonable. Whilst face validity has no technical or statistical basis, it must not be overlooked if a test is to be accepted by its user clientele. Good face validity also helps to keep motivation high since people are likely to try harder when the test seems reasonable.

2. **Content-Analytic validity**: sometimes also referred to as course or curricular validity. Here, the content of the test is examined in detail to ensure that the test items are representative of the domain to be measured. For example, a spelling test containing only the names of professional footballers would be of poor content validity as a general purpose measure of spelling; as would be an achievement test whose items do not cover important bits of knowledge or skills related to a particular training programme.
(3) **Faith Validity**: somewhat similar to face validity, is simply a conviction, a belief or blind faith that says a selection test is valid. There is no empirical evidence nor is any such evidence wanted.

**Technical Validity**

(1) **Content validity**: the concept of content validity (also known as logical validity) is more commonly met in connection with attainment tests, although an appraisal of test content must inevitably enter into the construction of ability and interest measures. This is the extent to which a test covers the entire range of relevant behaviours, thoughts and feelings about a given social construct. For example, a course examination has good content validity if it covers all the relevant material that students are supposed to learn, and poor content validity if it does not.

(2) **Empirical validity**: (sometimes also called “criterion-related validity”). This connotes how well the test measures what we want it to in practical situations, i.e. how closely the test relates to some criterion or standard of performance. When empirical validity is high, we can use the test for predicting performance on the criterion variable. Empirical validity may be either (a) concurrent or (b) predictive.

(a) **Concurrent Validity**: is the relationship between test scores and some criterion of performance obtained at the same time, e.g. relating scores in computer programming to supervisors’ ratings of work performance in a computer programming office. However, although a test may be of high concurrent validity does not necessarily mean that it will be useful in predicting later performance. For example, a high score in a multiple choice test in French vocabulary may not successfully predict those pupils best able to learn French before formal instruction had begun.

(b) **Predictive validity**: i.e the extent to which a test predicts some future outcome or criterion, e.g. WASC with JME, or JME with degree class. This form of validity is very useful in placement and personnel selection, but its major problem, as with concurrent validation, is that of deciding the job or placement criteria.

(3) **Construct Validity**: is more abstract than the other forms of validity, and is the extent to which a test measures a theoretical construct or trait. A construct is any hypothetical attribute such as
love, duty, happiness, verbal/spatial mechanical ability, emotional stability, intelligence, imagination. One cannot see a construct (e.g. intelligence), but one can see the results emanating from that construct (e.g. intelligent action).

In general, construct validity is concerned with the psychological meaningfulness of a test. Building up a picture of the construct validity of a test can be a long process, and involves any information which throws some light on the nature of the construct under investigation. For example, correlations with other tests may provide useful information on test construct validation (e.g. we would expect a mechanical ability test to be more highly related to other measures of mechanical ability than to tests of clerical speed and accuracy).

The statistical technique for identifying the basic dimensions causing the inter-correlations between different tests, which is often met with in construct validation, is known as factor analysis. Hence, factorial validity is sometimes used synonymously with construct validity. A test is said to have high factorial validity if it seems to be a good measure of some dimension which has been isolated or identified through factor analysis.

**Reliability**

Reliability refers to the precision and consistency of measurement, and is important because of its relationship to validity. A test cannot measure anything well unless it measures something consistently, but the converse is not true, i.e. a test may measure consistently without measuring well the characteristic we are interested in. For example, a broken ruler may give consistent repeated readings of length which totaled together may not give us a valid measurement of the length of the object we are interested in.

Reliability can be assessed in two forms:

1. **Absolute consistency**, refers to the variability in score if a person were tested repeatedly with the same test (or parallel forms of the test). This way of viewing reliability in test score units is expressed through the Standard Error of Measurement. (SEM), whose formula is given as

\[ \text{SEM} = \sqrt{\text{Variance}} \]
Where SD = standard deviation of scores in the group  
\( r = \) reliability coefficient of test

(2) Relative consistency refers to the ability of the test to yield scores which place examinees in the same position relative to each other. In other words, relative consistency provides us with an index of the overall dependability of scores in the form of a correlation coefficient known as the coefficient of reliability or internal consistency. It is important to remember that a reasonably high reliability e.g. \( r \geq 0.75 \) is necessary for good validity of a test, but that reliability does not ensure validity; reliability is necessary for, but is not a guarantee of, validity.

Three types of reliability have been distinguished:

(1) **Scorer Reliability:** Unlike in objective tests, there is considerable evidence that most supply-response tests (such as the typical essay examinations given in school and university courses) have very low scorer reliability. The grade an essay receives seems to depend more on who grades it than on its inherent quality (“beauty is in the eye of the beholder”). However, there is also evidence that this reliability can be increased materially by careful preparation of items and by thorough training of graders, as the public examination bodies do.

(2) **Content reliability,** This is evidence that test items are measuring the same thing. In principle, all items on a test should be centered on the same general content area, even though any two items may be quite independent of each other. If the test is not highly speeded, evidence of content reliability may be obtained from one administration of a single form of a test. A common way of doing this is by the use of an internal consistency measure such as the Kuder-Richardson formula given below.

\[
\text{KR}^{21} \text{ Formula }
\]

\[
\frac{r}{k(k-1)} \quad \text{(for internal consistency)}
\]

Where \( r = \) correlational coefficient  
\( k = \) number of items in the test  
\( m = \) mean score in the test  
\( s = \text{S.D} \)

Another common way of measuring reliability is by the use of split-half (sometimes called odd/even) reliability coefficient.
measured in the Spearman-Brown coefficient of equivalence

formula below

\[
\frac{\sum_{i=1}^{n} X_i}{\sqrt{n}} - \frac{\sum_{i=1}^{n} X_i}{\sqrt{n}}
\]

Where \( r_{1,2} \) = split-half reliability

\( X_1, X_2 \) = scores from the two halves of the test respectively.

However, this criterion correlation coefficient is often an underestimate of the test’s reliability, for longer tests tend to be more reliable than shorter ones and we have correlated two half-length tests. It is important to emphasize that neither the internal consistency nor split-half approaches in calculating reliability of a test may be used where speed is an important factor in determining a person’s test score.

(3) Temporal reliability, i.e. the stability of a test over time: This is assessed by giving the same test to the same group of subjects at two different times and correlating the scores of the first and second testings. The flaw in this procedure is the possibility of some subjects remembering specific items if the time interval between the first and second administration of the test is very close, which will of course influence the results.

Other factors affecting reliability are:

(a) Length of test: As a general rule, the longer the test the more reliable it is likely to be cet par, (i.e. that the group tested is the same, that the new items are as good as those on the shorter test, and that the test is not too long to produce fatigue). In other words, chance plays a much greater role in influencing test scores on short tests than on longer ones.

(b) Heterogeneity of group: Other things being equal, higher reliability coefficients will be found for groups which vary more in ability.

(c) Irregularities will reduce reliability coefficient, e.g. failure to follow directions hot, poorly-ventilated, ill-lit, noisy room), personal illness, uneven motivation of tester and subject, cheating, etc.
3.3 Types of Measurement

Psycho-academic tests may be classified under three major types.

(1) **Norm-referenced test (NRT)** is a type of test, assessment or evaluation which yields an estimate of the position of the tested individual in a predefined population, with respect to the trait being measured. Tests that set goals for students based on the average student’s performance are norm-referenced tests. Many college entrance examinations and nationally used school tests e.g. SAT, GRE, WASC use norm-referenced tests which compare individual student performance to the performance of a normative sample, usually given as age norms, grade level norms, gender norms, etc., and expressed in percentile scores. With a norm-referenced test, grade level pass was traditionally set at the middle 50% of scores.

An obvious limitation of norm-referenced test is that it cannot measure progress of the population as a whole, only where individuals fall within the whole. A norm-referenced test does not seek to enforce any expectation of what all students should know or be able to do, other than what actual students do demonstrate. Present levels of performance and any inequity are taken as fact, not as defects to be removed by a redesigned system.

(2) **Criterion-referenced test (CRT)** is one that provides for translating test scores into a statement about the behavior to be expected of a person with that score, or their relationship to a specified subject matter. Most tests and quizzes written by school teachers are criterion-referenced tests. The objective is simply to see whether or not the student has learned the material.

The word “criterion” is in fact often misunderstood. Many criterions involve a cut-off score, where the examinee passes if their score exceeds the cut-off score and fails if it does not. But this does not mean that the criterion is the cut-off score; the criterion is the domain of subject matter the test is designed to assess. For example, the criterion may be that “students should be able to correctly add two single-digit numbers”, and the cut-off score may be that students should correctly answer a minimum of 80% of the questions to pass.

*Mastery level measurement*, a variant of criterion-referenced measurement, operates on the fundamental belief that all students will perform at one uniformly high level in a standard based system if enough incentives and punishments are put in place.
Standard based academic reform is based on the belief that public education should establish what every student should know and be able to do. Students should be tested against a fixed yardstick rather than against each other or sorted out into a mathematical bell curve. A rank-based system produces data which tell which average students perform at an average level, which students do better, and which students do worse.

A mastery test does mean identifying whether the examinee has “mastered” a specified level of the subject matter, by comparing their score to the cut-off score. But not all criterion-referenced tests have a cut-off score, and the score can simply refer to a person’s standing on the subject domain. A test which is designed to accurately assess mastery may use different questions than one which is intended to show relative ranking, even when testing similar topics.

A criterion-referenced test will use questions which were correctly answered by students who know the specific material, while a norm-referenced test will use questions which were correctly answered by the “best” students and not correctly answered by the “worst” students.

(3) **Ipsative measurement** connotes a specific type of measure in which respondents compare two or more desirable options and pick one which is most preferred (otherwise known as a forced choice scale). In this sense, ipsative measures may be more useful, than say the Likert-type scales, in evaluating traits within an individual, and for identifying faking.

In education, ipsative assessment is the practice of assessing present performance against the past performance of the person being assessed. Ipsative assessment features heavily in physical education and also in computer games. Encouraging pupils to beat their previous scores can take peer pressure out of students, and eliminates the competitive element associated with norm-referenced test.

Other methods of gathering data about individuals and groups apart from tests, include questionnaires, interviews, observation procedures, inventories (personality, anxiety, adjustment, interests, study habit), check list/rating scales (values, beliefs, etc). (See Unit 2 for more information on these other methods).
3.4 Scales of Measurement

A particular way of assigning numbers or symbols to measure something is called a scale of measurement. There are different scales or levels of measurement that involve different properties (relations and operations) of the numbers or symbols that constitute the measurements. It should be noted that measurement level depends on the correspondence between the measurements and the attributes.

Stevens (1946, 1951, 1975) identified four basic levels of measurement: (i) nominal, (ii) ordinal, (iii) interval, and (iv) ratio. This basic typology is still widely adopted in psycho-academic measurement, although some controversies have been raised, particularly about nominal and ordinal classifications, e.g. Coombs (1953), Tukey (1959), Labovitz (1970), Duncan (1986), Michell (1986, 1999), Rasch (1960), Moyer (1981), Luce (1997).

In Nominal Level Measurement, the numerical value assigned to the data category serves merely as a symbol, a label or name, and there is no assumption of inherent ordering or distance. For example, the village of one’s birth is a nominal variable, since there is no inherent ordering implied in such a variable. Variables/data assessed on a nominal scale are also called categorical variables/data. The properties of the real number system (i.e. being able to add and multiply numbers, etc.) cannot be applied to such numerically coded categories. Other examples would include the jersey numbers of football players, or religious identification.

Ordinal Level Measurement implies some order relation or rank-ordering of the categories according to some criterion. Each category has a unique position relative to the other categories, i.e. it can be said that a particular category is higher in value than some categories and lower in value than others (except of course, the highest and lowest categories). Examples of this are social class classification, or grades (A,B,C,D, etc.) for academic performance. But the rank ordering does not tell us the distance between the categories. The mode or median score can be used as a measure of central tendency or location of an ordinal attribute, but not the mean.

Interval level measurement: In addition to ordering, the interval level measurement has the additional property that the distances between the categories are defined in terms of fixed and equal units. The interval scale allows us to study differences between things but not their proportionate magnitudes, since an interval scale does not have an inherently determined zero point. Any zero point on an interval scale is arbitrary, and negative values can be used.
In interval level data, there is a meaningful continuous scale of measurement such that equal differences between values in the scale genuinely correspond to real differences between the physical quantities that the scale measures. A good example is the thermometer which records temperature in terms of degrees, and a single degree implies the same amount of heat whether at the lower or upper end of the temperature scale. But, while it is true that the difference between say 30°F and 31°F is the same as the difference between 80°F and 81°F, it would not be correct to say that twice as much as heat is present at 80°F than at 40°F, since Fahrenheit is not a ratio scale. Other examples of this are calendar dates and the IQ metric.

**Ratio level measurement:** According to Michell (1997, 1999), the ratio scale is the estimation of the ratio between a magnitude of a continuous quantity and a unit magnitude of the same kind. In ratio level measurement, all the properties of an interval scale are present, with the additional property of an inherently defined, non-arbitrary zero point. This property of a fixed and given zero point means that ratio comparisons can be made, as well as distance comparisons. For example, it is quite meaningful to say that a 6ft tall man is not only 3ft taller than but twice as tall as a 3ft boy. Similar examples would be weight in kilograms, duration in seconds, and temperatures in degrees, Kelvin electric charge in volts, the pitch of a tone, the volume of a sound (in decibels), the strength of an attitude.

Since ratio-level measurements satisfy all the properties of the real number system, any mathematical operations appropriate for real numbers can be applied to ratio-level measures. Also, the central tendency of a distribution using ratio-level variables can be represented by the mode, median and arithmetic and geometric means, while the statistical dispersion of the scores of such a distribution can be measured by the range, SD, and a coefficient of variation.

In many real-life situations, a scale of measurement may not correspond precisely to any of these measurements. For example, there can be a mixture of nominal and ordinal information in a single scale, such as in questionnaires that have non-response categories. It is common to have scales that lie somewhere between the ordinal and interval levels in that the measurements can be assured to be a smooth monotone function of the attribute.

**4.0 CONCLUSION**

Having stated an operational definition of measurement, its attributes, types and scales, were next elaborated upon against the background of the given definition. Thus, the attributes of validity, reliability, and
usability of a measurement instrument and process were discussed; the concepts of norm-referenced and criterion-referenced tests, as well as ipsative measurement, and the conventionally accepted scales of measurement were adumbrated.

5.0 SUMMARY

In this unit, we have affirmed that ability to measure any phenomenon in the scientific sense is obviously crucial to research in general and to psycho-academic research in particular. It is therefore important for the researcher to understand clearly what is meant by measurement, and its main attributes, types and scales. This will assist him/her in the whole process of measurement instrumentation and general data processing techniques discussed in later units.
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1.0 INTRODUCTION

Now that you have been introduced to the meaning and the rationale of measurement in academic research, the basic steps in test construction as well as discussion of some of the data-gathering instruments, will next be considered.

2.0 OBJECTIVES

At the end of this unit, you should be able to:

• describe the major processes involved in test construction
• list some of the general guidelines for writing multiple-choice items
• assess the merits and shortcomings of either (a) questionnaire or (b) interview schedules
• differentiate between rating scales and checklists
• contrast attitude scales and interest inventories.
3.0 MAIN CONTENT

3.1 Construction and Validation of Measurement Instruments

3.1.1 Test Construction

Three major processes are involved in test construction:

(1) Formulation of objectives of the test.
(2) Construction of a table of specifications or blue print.
(3) Writing, organization and validation of test items.

A common starting point in test construction is the description and clarification of the objectives of the instructional program that the test purports to measure. Objectives are the skeletal foundation of any learning task and in this case are generally derived from subject syllabuses or curricula. They state in general and specific behavioral terms what the learner is supposed to have learnt or be able to do at the end of the learning exercise. They should therefore be clearly defined in terms of levels and specificity of understanding of the subject. For this purpose, Bloom’s taxonomy of education objectives (1956) is the most often used classification, especially the cognitive domain which Bloom categorized into knowledge, comprehension, analysis, synthesis and evaluation. Tests and examinations are used for checking achievement of the objectives stated.

The content area of the test, which is derived from the subject syllabus or curriculum, is usually broken down into about four or five chunks which must of course adequately sample the universe or domain of knowledge to be examined. For this, the test constructor will need to produce a number of draft test items, about 50% more than the number in the final test, show these to subject experts and test construction experts, revise the questions if necessary, arrange the questions in apparent ascending order of difficulty, and try them out on a relevant group of testers. Here, it should be borne in mind that the greater the number of items in a test, the greater the reliability of the test.

The next step is to develop a blueprint or table of specifications, which is simply a two-dimensional cross-tabulated grid or matrix specifying the processes, objectives and content area to be assessed. The idea is to ensure congruence between your instructional objectives and the test items. In other words, your test items should match the objectives, by providing opportunities for testees to exhibit that behavior. (See Table 1 below). Each cell in the table corresponds to a particular task and subject content. By specifying the number of test items you want for each task
and each cell, you can determine how much emphasis to give each task and each content area.

Table 1: Specimen Test Blueprint (Or Table Of Specifications) In Test Construction

<table>
<thead>
<tr>
<th>CONTENT</th>
<th>O</th>
<th>B</th>
<th>J</th>
<th>E</th>
<th>C</th>
<th>T</th>
<th>I</th>
<th>V</th>
<th>E (Cognitive domain)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>2.</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total Items</td>
<td>20</td>
<td>12</td>
<td>10</td>
<td>9</td>
<td>5</td>
<td>4</td>
<td>60</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Test format may take the form of essay or objective tests; the former allows students to select, organize and supply the answer in essay form, whilst the latter allows the students to select the one correct answer from a number of given alternative answers or options (as in multiple-choice and matching questions), in which the incorrect options are called distractors. In terms of comparative advantage, the objective test, in addition to measuring recall, can also be designed to measure understanding, application and other more complex outcomes, whilst the essay test is more efficient in measuring deeper and higher levels of learning.

The large number of questions in an objective test permits a broader sampling of course content, in contrast to the essay test which has fewer tests. However, the highly structured nature of objective tests leaves it prone to guessing, while on the other hand, the less structured essay test may be influenced by writing ability and by bluffing. Objective tests encourage development of broad background of knowledge and abilities, whilst essay tests encourage organization, integration and effective expression of ideas.

In terms of scoring, objective tests are usually marked only right or wrong, and therefore scoring is easily accomplished with consistent results, while essay tests are time consuming to score and require special measures for consistent results.
Guessing, however, in case of multiple choice questions can be ameliorated by use of the formula:

\[
K = \frac{1}{x - 1},
\]

(Where \( k \) = correction factor for wrong answer, and \( x \) = number of alternative answers given). A more general formula to control for guessing in the entire test is

\[
S = R - \frac{W}{x - 1}
\]

(Where \( S \) = True score, \( R \) = number of correct answers, \( W \) = number of wrong answers and \( x \) = number of alternative answers).

Some general guidelines for writing test items are shown in the figure below (Gronlund 1971, Conoley and O’Neil 1979)
FIGURE I: GENERAL GUIDELINES FOR ITEMS WRITING

Typical rules for multiple-choice items:

1. The stem of the item should be meaningful itself and should present a clear problem.
2. The stem should be free from irrelevant material.
3. The stem should include as much of the item as possible except where an inclusion would clue. Repetitive phrases should be included in the rather than being restated in each alternative.
4. All alternatives should be grammatically consistent item stem and of similar length, so as not to provide a clue to the answer.
5. An item should include only one correct or clearly best answer.
6. Items used to measure understanding should contain some novelty and merely repeat verbatim materials or problems presented in instruction.
7. All distractors should be plausible and related to the body of knowledge and learning experiences measured.
8. Verbal associations between the stem and correct answer or stereotyped phrases should be avoided.
9. The correct answer should appear in each of the alternative positions with approximately equal frequency.
10. Special alternatives such as “none”, “all of the above” should be used sparingly.
11. Avoid items that contain inclusive terms (e.g., “never”, “always”, “all”) in the wrong answer.
12. Negatively stated items should be used sparingly.
13. Avoid alternatives that are opposite in meaning or that are paraphrases of each other.
14. Avoid items which ask for opinions.
15. Avoid items that contain irrelevant sources of difficulty, such as vocabulary, or sentence structure.
16. Avoid interlocking items, items whose answers cue responses to subsequent items.
17. Don’t use multiple choice items where other item Formats are more appropriate.

Typical rules for short answer and completion items:

1. A direct question is generally better than an by incomplete statement.
2. Word the item so that the required answer is both brief and unambiguous.
3. Where an answer is to be expressed in numerical units, indicate the type of units stem wanted.
4. Blanks for answers should be equal in with the length. Scoring is facilitated if the blanks are provided in a column to the right of the question.
5. Where completion items are used, do not leave many blanks.
6. For completion items, leave blank only those things that are important to remember.
7. In completion items, don’t take statements verbatim from students’ textbook or instruction.

Typical rules for true-false or alternative response items:

1. Avoid broad general statements for true-false items.
2. Avoid trivial statements.
3. Avoid negative statements and especially double negatives.
4. Avoid long complex sentences.
5. Avoid including two ideas in a single statement unless cause-effect relationships are being measured.
6. Include opinion statements only if they are attributed to particular sources.
7. True statements and false statements should be approximately the same length.
8. The number of true statements and false statements should be approximately equal.
9. Avoid taking statements verbatim from students’ text or instruction.

(Gronlund 1971, Conoley and O’Neil 1979)

Other methods of gathering data about individuals and groups apart from tests, include questionnaires, interviews, observation procedures, inventories (personality, anxiety, adjustment, interests, study habit), check list/rating scales (values, beliefs, etc).
3.1.2 Questionnaires

A questionnaire is a self-report instrument for gathering information from a respondent about variables of interest to an investigator, consisting of a number of questions or items on paper that the respondent reads and answers (Wolf, 1988). The items may be structured (e.g. gender, male/female) or unstructured (e.g. how did you spend the last Xmas holiday?), and the investigator will need to maintain a delicate balance between both types of items. A questionnaire of course assumes that (1) the respondent can read and understand the questions or items, and (2) crucially that he/she is able and willing to answer the questions or items honestly.

The content of a questionnaire can be almost limitless, but clearly the interests of the investigator, the sensitivity or delicacy of the questions (i.e. privacy concerns), and time factor are obvious constraints to what can be included in a questionnaire. The last element of completion time will definitely affect issues of respondent fatigue, boredom, and cooperation.

The interests of the investigator should be limited to variables of primary interest to him/her, and should as much as possible be explicitly related to a particular research question or hypothesis — in an effort to avoid an unduly lengthy questionnaire which may increase the likelihood that respondents may not answer. The second constraint is obvious: asking pejorative or highly personal questions (such as sexual behavior and religious attitudes) generally has the effect of making respondents refuse to answer such questions, or give false (e.g. socially desirable) responses, or to simply throw away the entire questionnaire. Ideally, it is better to set a reasonable time limit within which nearly everyone can complete the questionnaire (roughly 15 – 30 minutes).

Obvious steps in questionnaire development are: (i) identification of the population and other variables to be studied; (ii) collection of data which will depend on the nature of the target population and the amount of resources available for the study; (iii) writing, organization and try-out of the questions with a pilot population from the target population. Research results and experience have shown that it is better to place supplementary classificatory items such as age, sex, parent’s occupation, etc. at the end of the questionnaire rather than at the beginning; (iv) administration of the questionnaire.

3.1.3 Interview Schedules

The interview process is a face to face encounter which emphasizes more of the interpersonal relationship as well as a “shared meaning”
between respondent and interviewer. An interview can in fact be regarded as an oral questionnaire.

The steps in conducting an interview are similar to those of producing a good questionnaire given in the earlier section: i.e. (a) defining the general goals and objectives of the interview; (b) developing the interview schedule in terms of question format and appropriate questions; (c) developing appropriate interviewing techniques; and (d) developing satisfactory recording/coding of responses.

Like the questionnaire method, the interview may be formal/structured or informal/unstructured. The former uses an interview schedule which contains set questions to be asked in a specific order and where answers are either written down or coded in some way. Unstructured interview, on the other hand, usually uses fewer questions whose order and form are not specified, and the interviewee may be probed or encouraged to expand on his/her answers.

The response process involves (1) understanding and proper interpretation of the questions (which are a function of vocabulary level, clarity of concept, complexity of sentence structure, and other familiar issues of question wording), (2) cognitive and affective processing of information by the respondent and deciding how best to respond. Here, inaccurate and incomplete responses may arise from social desirability bias (need for approval), acquiescence bias, conformity bias, and other such distortions. The issue of rapport (gaining the trust and perhaps affection of the respondent) is of course crucial in interview technique of gathering information, but a good balance should be maintained between a friendly, empathic style and a neutral, standardised and non-directive approach.

The four main components of the interviewer’s job are, briefly: (a) to introduce the interview to the person and convince him/her to accept it and to comply with the expected respondent role; (b) to administer the questionnaire using standard procedures; (c) to follow-up inadequate responses, using acceptable non-biasing and non-directive probes or feedback; and (d) to record the response accurately and completely and appropriately code the protocols (Miller and Carnell, 1988).

Successful interviewing often requires some training and selection of interviewer in acquiring interviewing skills involving role play and evaluation of speaking, reading and writing modes.
3.1.4 Rating Scales/Checklists

A rating scale is a paper and pencil device used to describe or appraise human performances or products (Wolf, 1988). Typically, it consists of a number of trait names and a number of categories that are used to represent varying degrees of the traits, and the rater is asked to rate one or more persons or objects on the trait by assigning a number, letter, adjective or description that is judged to best fit the trait. In education and psychology, rating scales are commonly used in the measurement of attitudes and in personality assessment. They are developed to ameliorate some of the subjectivity in unstructured interviews, referees reports and other such reports by the incorporation of some quantitative scale treatment of the data, and systematic descriptions and appraisals of the performances and products.

However, rating scales do not often meet with the above expectations if the rater is unable or unwilling to rate accurately or conscientiously, for the following reasons: (i) feeling of botheration, (ii) friendship ties, (iii) insufficient knowledge of the person or object/phenomenon to be rated, (iv) ambiguity in what is expected of him/her, (v) the lack of a uniform standard, (vi) extraneous factors like generosity error, halo effect, central tendency error. All these factors contribute to lowering the reliability and validity of rating scales. However, these problems can be ameliorated by refining the form of the response variables, e.g. use of Flanders interactive categories and also through training programs for raters.

A Checklist is a list of things or statements which a respondent has to go through and check (or mark) those that apply to him/her under the stated situation. It is often used in observation situations.

3.1.5 Attitude Scales/Interest Inventories

Both attitudes and interests have been described as measuring the outer layers of personality in settled ways of behavior, and are measured by self-report inventories or scales in which the individual expresses his/her preferences of given opinions, activities or job labels by way of ranking True/False or Likert-type responses, or by combinations of these forms of responses.
Attitude has been defined briefly as “a non-observable but organized and enduring personal disposition which forms the basis of human behavior” (Okoh, 1968). Attitudes determine for each individual what he will see and hear, what he will think and what he will do, and what he will get out of any situation or activity. As William James succinctly put it, attitudes “engender meaning upon the world”.

An attitude scale is a measuring device which consists of a series of statements which the individual is invited to express his/her degree of agreement or disagreement with, or sometimes simply whether he or she agrees with the statement or not.

Three main types of attitude scale are frequently used:

1. **Likert scale** usually consisting of any number of statements about an attitude object and scored on a five point rating system of Strongly Agree (SA), Agree (A), Undecided (U), Disagree (D), and Strongly Disagree (SD) to which are assigned numerical response values of 5, 4, 3, 2 & 1 respectively. The scoring is reversed for negatively worded items. Some examples are
   - University students should take an active part in politics
     - SA A U D SD
   - Seminar (or tutorial) meetings are much more useful than lectures
   - “Little learning is a dangerous thing”
   - Examinations are an unreliable index of academic activity
   - Education creates a lack of respect for traditional customs and values

   The Likert scale is very popular in behavioral research since it is easy to construct, and yields greater variance results than the two or three response categories options.

2. **Thurstone scale**: is an equal appearing interval scale and uses the method of paired comparison which hypothesizes that it is possible to find scale values for statements reflecting positive or negative attitudes and that subjects could be measured in terms of the scale values for statements they agreed with. So, essentially the method depends on the possibility of reliably scaling statements in terms of the attitude level of persons who would endorse the statement.

3. **Guttman scale**: is a cumulative unidimensional scale in which items are arranged in a scalable order such that an individual who responds positively to any particular item also responds positively to all other items having a lower rank, and vice versa. The items in the scale are assumed to be differentially ordered, rather than equal, and arranged in random order. Each item is
assigned a scale value indicating the strength of attitude for an agreement response to that item. An example would be: “With regard to foreigners (non-Londonns), how close a relationship would you like to have with them? (i) marriage, (ii) personal friend or club member, (iii) street or quarters neighbour, (iv) colleague in the same office or occupation, (v) citizen of my country, (vi) visitor to my country, (vii) personae non grata (to be excluded from my country if possible).

Interests, on the other hand and more specifically, are expressions of what phenomena an individual personally likes or dislikes, and the strength and direction of that preference. They include (1) measures of patterns of general interest, (2) measures of patterns of occupational interest, and (3) measures of value.

Interests measurement may take two forms: (a) expressed interest which basically involves asking the person what activities or jobs he/she likes and dislikes, and (b) inventoried interests. Campbell (1973) has distinguished a number of uses for interest inventories, among which he listed

(a) to aid the individual in making academic and vocational choices
(b) to confirm choices already made
(c) as an aid in understanding the world of work
(d) as a guide in planning self-development
(e) to help people understand or, possibly, diagnose job dissatisfaction.

The first widely used and still the most popular interest inventory was the Strong Vocational Interest Blank, developed in 1927 by E.K Strong, and since 1974 (further revised in 1981) merged into the Strong-Campbell Interest Inventory. The test contains 325 activities, subjects, etc. Takers of this test are asked whether they like, dislike, or are indifferent to 325 items representing a wide variety of school subjects, occupations, activities, and types of people. They are also asked to choose their favorite among pairs of activities and indicate which of 14 selected characteristics apply to them. The Strong-Campbell test is scored according to 162 separate occupational scales as well as 23 scales that group together various types of occupations (“basic interest scales”). Examinees are also scored on six “general occupational themes” derived from J.L. Holland’s interest classification scheme (realistic, investigative, artistic, social, enterprising, and conventional).

The other most commonly administered interest inventory is the Kuder Preference Record, originally developed in 1939. the Kuder Preference
Record contains 168 items, each of which lists three broad choices concerning occupational interests, from which the individual selects the one that is most preferred. The test is scored on 10 interest scales consisting of items having a high degree of correlation with each other. A typical score profile will have high and low scores on one or more of the scales and average scores on the rest.

Interest inventories are widely used in vocational counseling, both with adolescents and adults. Since these tests measure only interest and not ability, their value as predictors of occupational success, while significant, is limited. They are especially useful in helping high school and college students become familiar with career options and aware of their vocational interests. Interest inventories are also used in employee selection and classification.

The rationale behind vocational interest inventories are that:

(1) persons in different occupational groups will in fact have different interests or preferred activities, and
(2) since the majority of people in a particular occupation will have similar interests, a person having a pattern of interests typical of an occupational group will find satisfaction in that field or activity.

4.0 CONCLUSION

This unit has covered the major processes involved in test construction, and briefly discussed some specific measurement instruments like questionnaires, interview schedules, rating scales and checklists, attitude scales and interest inventories in terms of their construction, use and typical problems.

5.0 SUMMARY

Measurement is the process of assigning numbers or other symbols to some attribute of a set of things in such a way that relationships of the numbers or symbols reflect relationships of the attribute being measured. How this concept is applied in test construction generally, and specifically in some measurement instruments like questionnaires, interview schedules, rating scales/checklist, and attitude scales/interest inventories was the focus of this Unit. This will be followed in Units 3 and 4 of this module by the techniques of data analysis.
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1.0 INTRODUCTION

Descriptive data analysis uses the statistical measures of central tendency, measures of dispersion or variability, measures of relationship, and measures of relative standing to try to give meaning to findings of research which used mostly nominal or ordinal data.

2.0 OBJECTIVES

After successfully studying this unit, you should be able to:

• define descriptive data analysis
• describe and apply the main measures of central tendency
• explain the principles underlying the normal distribution
• discuss and evaluate the various types of test norms
• apply the formulae for the computation of correlation coefficients.

3.0 MAIN CONTENT

3.1 Descriptive Data Analysis

3.1.1 Basics of Data Processing

The last fundamental stage of the research exercise is the processing of data derived from the study, in order to be able to answer/test meaningfully the questions/hypotheses earlier raised in the research problems/hypothesis. For this purpose statistical procedures are generally employed, especially in quantitative research, since statistics is concerned with describing, synthesizing, analyzing and interpreting
quantitative data. In psycho-academic research, two main types of statistics are employed, i.e. (1) descriptive statistics and (2) inferential statistics.

### 3.1.2 Descriptive Data Analysis

This is used to describe large number of scores with a small number of indices raised from either a sample (statistic) or the total population (parameter). The main types of descriptive statistics are (i) measures of central tendency, (ii) measures of spread or variability, (iii) measures of relationship, and (iv) measures of relative standing.

**Measures of central tendency**

These reflect the typical or average score in a distribution of raw scores, and are denoted by indices of mode, median and mean. The **Mode** is the score which is obtained by more members of the group than any other score. Most distributions of scores are unimodal in the sense that there tends to be only one peak of scores within the distribution, but occasionally some distributions do have two or more peaks of scores and are said to be bimodal or multimodal. The **Median** on the other hand is that figure below which and above which 50% of the group comes, i.e. the middle score. By inspection, a score higher than the median comes in the top half of the group whilst a score lower than the median comes in the bottom half of the group. In a distribution with an even number of cases, the median score becomes the midpoint between the two scores on either side of the middle. For example, the median score in a score distribution of 20, 21, 23, 24, 26, 28 is 23.5 (i.e. 23 + ½). Finally, the **Mean** is simply the average mark obtained by the members of the group, i.e adding up all the raw scores obtained by the members of the group and dividing this total by the number of members of the group. The formula for calculating the mean score is

\[
\bar{X} = \frac{\sum X}{N}
\]

Where,

- \(\bar{X}\) = mean or average score
- \(\sum \) = the sum of
- \(X\) = each individual raw score obtained by members of the group
- \(N\) = number of members of the group

We can therefore inspect a distribution to see if a particular score is above or below the mean or average score for that group. The mean can also be used to compare the performance of two different groups on the same test. The mean can also be calculated from grouped scores by the use of frequency table and class intervals (detailed calculation of these central tendency measures can be seen in any elementary statistics text).
In practice, in the majority of distributions the mean score the median score and the modal score tend to be fairly close to one another.

**Measures of Dispersion**

Measures of variability describe how variable, dispersed or spread the scores are with respect to the typical score or central tendency. The first of such measures is the **Range** which is a measure of the dispersion of scores in a distribution and is calculated as the lowest score obtained in a group subtracted from the highest. Another and more important measure of dispersion is the **Standard Deviation (SD)** which is in effect an average of the departure of people’s scores from the group mean. It is given by formula

\[
SD = \frac{1}{N} \sqrt{N \sum (X - \bar{X})^2} \quad \text{or} \quad \sqrt{\frac{\sum f(X - X)^2}{N}} \quad \text{(for grouped data)}
\]

Where
- \(\sum X^2\) = the sum of all the scores squared
- \((\bar{X}) = \text{square of the sum of the scores}
- \(f = \text{frequency of the individual class intervals}

The S.D gives an indication of the degree of dispersion of the scores from the mean and an estimate of the variability in the total sample. It is most usefully employed in comparing the variability of different groups.

The **Variance** is another measure of dispersion. It is closely related to the S.D, and is simply the SD squared

\[V = SD^2\]

**The Normal Distribution**

If you took a large random sample of adult London males and measured their height, you would notice that there were a lot more men of about average height than there were very tall men or very short men. If you construct a frequency polygon of their heights, you would see that they were distributed in the form of what is called a normal distribution (sometimes also called the bell-shaped curve or the Gaussian curve). It is assumed, for example, that intelligence and aptitude are distributed normally throughout the population. The point of interest is the relationship between the normal distribution and the SD. In a normal distribution, 68.26% of the scores lie within one SD of the mean score, 95.44% of the scores lie within two SDs of the mean, and 99.73% of the scores lie within three SDs of the mean (see Figure I below).
Skew

It is sometimes found that a distribution is not normal. A distribution is said to be skewed when scores are massed at one or the other end of the score scale. Scores are negatively skewed when they are massed at the upper end as a result of the test being relatively easy for the group concerned, whilst positive skew is the result of the test being relatively difficult.

Figure 2 Examples of Skewed Distributions
Kurtosis

The term kurtosis refers to the peakness or flatness of a frequency distribution. A peaked distribution is said to be leptokurtic, a flat distribution platykurtic, whilst the normal distribution is a mesokurtic distribution of zero skew.

Figure 3 Examples of Kurtosis

| Platykurtic | Mesokurtic | Leptokurtic |

Test Norms

Norms are data which inform us how other people have performed on a test. In a norm referenced test, to know that an individual has a raw score of 47 out of a total possible score of 50 is not meaningful without appropriate and adequate norms to refer to. It is from the relevant norm tables that percentiles, IQ and the various types of standard scores are obtained. A testee’s raw score (i.e. the sum of the “correct” or keyed item responses) is referred to the distribution of scores obtained by the standardization sample in order to discover where he/she comes in the norm group distribution. Among the common norm systems used in psycho-academic testing are (1) percentile, (2) letter-grade system, and (3) stanines scores.

(1) Percentiles: A percentile is a score below which a certain percentage of the members in the group come. For example, the 90th percentile is the point below which 90% of the members of a group come, and the 20th percentile is the point below which 20% of the members of the group come. The 50th percentile is the same as the median. From a percentile norms table, raw scores are read against the appropriate percentiles for that group. A good norm table must contain the size of the standardization sample, the mean raw score, and SD raw score units.

Percentiles have the advantage that they are easily obtained and understood. At the same time they have the drawback that they are not equal units of measurement, and tend to exaggerate differences near the mean and collapse differences at the extremes. Accordingly, percentiles must not be averaged nor treated in any other way mathematically. Percentiles are an
example of ordinal measurement, i.e. they only give an indication of rank order.

(2) **Letter-grade norm system:** Letter grades are frequently used to denote performance, instead of raw marks, in many academic and testing institutions. This may vary from the 5 points scale (A to E), to the 9 points scale which is a refinement of the 5 points scale by introducing intermediate scale points.

A letter grade represents a range of performance, since letter grading groups a number of consecutive marks and assigns them the same grade (e.g. 70 – 100 = A). The letter grade system has the advantage of being easy to interpret, and is useful in that it encourages us to think in terms of bands of scores. But it has the disadvantage that it can be misleading for those cases on the borders of the grade, e.g. a raw score difference of 1 which may have occurred purely by chance can mean the difference between A or B grade. Also, because of the loss of precision in letter grades the adding and averaging of such grades is not feasible.

(3) **Stanines:**

The stanine method of reporting achievement is essentially the same as the 9-point letter grade scale, except that instead of using letters as identification marks for the grades, it uses the numbers 9 down to 1 such that stanine 9 will represent 4% of the distribution, as illustrated below:

<table>
<thead>
<tr>
<th>Stanine</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>4%</td>
</tr>
<tr>
<td>8</td>
<td>7%</td>
</tr>
<tr>
<td>7</td>
<td>12%</td>
</tr>
<tr>
<td>6</td>
<td>17%</td>
</tr>
<tr>
<td>5</td>
<td>20%</td>
</tr>
<tr>
<td>4</td>
<td>17%</td>
</tr>
<tr>
<td>3</td>
<td>12%</td>
</tr>
<tr>
<td>2</td>
<td>7%</td>
</tr>
<tr>
<td>1</td>
<td>4%</td>
</tr>
</tbody>
</table>

This implies that the range of marks in the distribution must be wide enough and the sample population also relatively large, as with many public examinations like GCE, SSCE and UME. Stanines, unlike the 9
point letter grades, can be added and averaged since they are numerical scores.

**SELF-ASSESSMENT EXERCISE I**

i. Describe the common norm systems used in psycho-academic testing.

**Standard Score**

A standard score is a derived score based on the mean and SD of distribution i.e. it indicates how many SDs above or below the mean a score is.

*Z*-score, which is the basic standard score, is merely a raw score which has been changed to SD units. It is calculated by the formula

\[ z = \frac{x - \bar{X}}{SD} \]

Where \( z \) = standard score

\( X \) = individual raw score

\( \bar{X} \) = mean raw score of sample

\( SD \) = standard deviation of standardisation sample

Usually when standard scores are used they are interpreted in relation to the normal distribution curve. As can be seen in Figure 1 on page 120, the *z*-scores are marked out on either side of the mean with those above the means positive and those below the mean negative in sign. Therefore by the calculation of the *z* – score it can be seen where the individual’s score lies in relation to the rest of the distribution.

The standard score is very important when comparing scores from different tests since the scores have been converted to a common scale such as the *z*-score which can then be used to express an individual’s score on different tests in terms of norms. One important advantage in using the normal distribution as a basis for test norms is that the standard deviation has a precise relationship with the area under the curve. One SD above and below the mean includes approximately 68% of the sample. From figure 1 on page 120 it can be seen that standard *z*-scores have a mean of 0 and a standard deviation of 1. Because of this, *z*-scores can be rather difficult and cumbersome to handle since most of them are decimals and approximately half of them can be expected to be negative. To remedy these drawbacks, various transformed standard score systems have been derived. These simply entail multiplying the
obtained z-score by a new SD and adding it to a new mean. One example of this is the T-score.  

The T-score  

One commonly used transformation of the z-score is based on a mean of 50 and a standard deviation of 10. This is known as the T-score and is denoted by the formula $T = z(10)+50$, so that given a z-score of 1.53 translates to $1.53 \times 10 + 50 = 65$.  

The relationship between some common score scales in the normal distribution is also given in Figure 1 of page 120. It will be seen that the mean raw score corresponds to a z-score of 0, to a percentile of 50 and an IQ of 100. Notice also that percentiles are not equal units of measurement. By comparing their scaling properties with z-scores, at the middle and tail ends of the distribution of raw scores, it is possible to construct a table of z-scores equivalents for the raw scores. This could serve as a norm table, and some tests do in fact present normative data in terms of z-scores, rather than percentiles, letter grades or T-scores.  

In summary, standard scores have the advantage that they are equal units of measurement and thus may be manipulated mathematically. They show immediately where a person falls in a distribution and give us scores that can be directly compared both within and between individuals.  

**SELF-ASSESSMENT EXERCISE II**  
i. Comment briefly on standard scores, their rationale and use.  

**Measure of Relationship**  

Correlation is concerned with the degree of relationship between two or more variables. In everyday life we constantly infer all sorts of relationships between things, people and their properties, — e.g. clever people have high foreheads, fat people are jolly, clouds bring rain, etc.  

Relationships vary in closeness and direction. For example, as the length of one side of a rectangle increases, the area increases in a fixed, perfectly close (or predictable) relationship. The relationship between height and body weight on the other hand is not so close, in that although weight tends to increase with height there are many exceptions to the general rule.  

The direction of relationship refers to whether one variable increases as the other increases (positive), or whether one variable decreases as the other increases (negative). With some variables there is a combination of
both positive and negative relationships. For example, strength increases with adulthood and slowly declines with the approach of old age. This is known as a curvilinear relationship for which more complex statistics are required.

The correlation coefficient is the statistic we most often use to measure the relationship between variables. It is in fact a summary index of the relationship between two variables, and is so worked out that it ranges from +1.00 through zero to -1.00. The sign of the coefficient has no meaning other than to indicate the direction of the relationship; +1 indicates perfect positive relationship, and -1 indicates perfect negative relationship. If there is no relationship between the two variables, the correlation is zero. It is important to note that the correlation coefficient is not a ratio scale and therefore it cannot be measured as percentage or probability scales are. For example, a correlation coefficient of 0.2 is not half as good as one of 0.4.

There are several different methods of calculating correlation coefficients. Perhaps one of the most simple is the Spearman Rank Order coefficient of correlation (rho) which is used where the two variables to be correlated are expressed in rank order, and based on the principle that the closer the similarity between the two sets of rankings the higher the correlation. The formula for calculating rho is given as

\[
\rho = \frac{1 - \frac{6 \sum D^2}{N(N^2-1)}}
\]

Where D is the difference between ranks, and N is the number of pairs of ranks. The Spearman Rank Order Correlation Coefficient is especially useful where one or both of the variables to be correlated are already in rank order. Unlike the Pearson Product Moment Correlation Coefficient described below, the Rank Order Correlation Coefficient does not rest on the assumption that the variables to be correlated are normally distributed, and it is therefore a better statistic to use with highly skewed distributions.

The most powerful and commonly used of the correlation coefficients is the Pearson Product Moment Correlation Coefficient (r). It is employed with interval or ratio scale variables and is used when a linear (straight line) relationship is suspected between two variables. Ordinarily, it is not affected by the number of people in the group or by differences in the units of measurement. It is achieved first by expressing all raw scores as z-scores, and secondly dividing by the number of people in the group. The computational formula used here is
Where

\[ r = \text{the product moment correlation coefficient} \]
\[ X = \text{the deviation of a person’s raw score on the first variable from the mean of all persons on that variable} \]
\[ y = \text{the deviation of a person’s raw score on the second variable from the mean of all persons on that variable} \]
\[ SD_x = \text{the standard deviation of the first variable} \]
\[ SD_y = \text{the standard deviation of the second variable} \]
\[ \xi = \text{the sum of} \]
\[ N = \text{the number in the group} \]

This is the formula often used in hand calculations because it has the advantage that rather than having to transform every raw score to a z-score, we deal in raw score deviations, dividing through by the SDs of the two distributions at the final stage.

Another equivalent formula more commonly used in computer programs is

\[
\sqrt{\frac{\xi}{N}}
\]

The formula is often easier to apply where the means on the two variables are not whole numbers.

**Multiple Correlation**

Multiple correlation is used in studies where scores in more than two variables are to be correlated. For example, in occupational selection where more than one set of information or test scores (e.g. interview results, IQ or paper form board) are to be related to a criterion of job success. To calculate the multiple correlation we must know not only the correlation of each test with the criterion but also the correlation between the two tests. The formula is given as:

\[ R^2_{123} = \text{the multiple correlation} \]
\[ r_{12} = \text{the correlation between the first test and the criterion} \]

(assuming zero correlation between the two texts)
\[ r_{13} = \text{the correlation between the second test and the criterion} \]

It is obvious that performance on a single aptitude test at selection will not correlate too highly with job performance for any occupational group. Other characteristics, such as IQ, nAch, etc. should be considered and weighted for improved prediction validity. But it should be noted that as we add more and more information or variables, we get less and less of a return. Indeed, adding more than three or four variables usually does little to improve the multiple predictions.

On correlations generally, one should always remember that:

1. Correlation does not imply cause and effect, i.e. if A correlates with B does not necessarily mean that A causes B.
2. The larger our sample the smaller the correlation coefficient has to be in order to be significant at a particular level. This means that
   (a) a high correlation coefficient may have occurred by chance alone if our sample is small in size;
   (b) a statistically significant correlation coefficient may not be very high, and therefore by itself may not be of much particular significance and usefulness, if our sample is large.
3. The correlation coefficient reflects the characteristics of the group on which it was calculated. For example, the height and verbal ability correlation would be much higher in 2 – 8 year old children than in adults.
4. The correlation coefficient is dependent upon the variability of scores in a sample. Validity coefficients, for example, are largest in a group with a wide range of ability and tend to be small in a restricted group.

What does a correlation coefficient of say +.45 mean? In a test manual we may read that a correlation of +.45 between a verbal ability test and typing examination performance was significant at the 5% or .05 level. This means that there were less than five chances in a hundred of obtaining this correlation of 0.05 by chance. If we read that a correlation was significant at the 1% or .01 level, it would mean that there was less than one chance in a hundred of obtaining this correlation by chance: Similarly, a 0.1% or .001 level means that there was less than one chance in a thousand of getting this relationship by chance.
SELF-ASSESSMENT EXERCISE

1. How do you interpret the statement that “a correlation coefficient of 0.45 between verbal ability and typing examination performance was significant at the 0.05 level”?

4.0 CONCLUSION

You have learnt from this unit how to calculate and interpret the various measures of central tendency, spread, relationship and relative standing used in academic research, in furtherance of your goal of answering problems raised in your own research.

5.0 SUMMARY

The conclusion of research is to present findings that are meaningful and acceptable to the professionals in the academic community and beyond. This unit is part of the process of doing just that, i.e. using descriptive statistics to analyse the findings of studies which used data measured at the nominal and ordinal levels. The next unit, inferential analysis, will conclude the discussion.
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1.0 INTRODUCTION

Following from the last unit which introduced descriptive statistical data analysis, this unit focuses on inferential data analysis which deals with drawing inferences about a population from sample data obtained from the same population. The two common methods used in inferential data analysis are parametric and non-parametric techniques which are adumbrated below.

2.0 OBJECTIVES

At the end of this unit, you should be able to

- distinguish between parametric and non-parametric tests
- calculate the t-test for the means of dependent and independent samples
- explain how the F-ratio is calculated and applied in ANOVA
- outline what the chi-square statistics is used for
- show how the Wilcoxon Matched Pairs Signed Tank test is ‘the non-parametric equivalent of the correlated t-test foe independent samples
- demonstrate how the statistic U in the Mann-Whitney U-test is computed and interpreted.
3.0 MAIN CONTENT

3.1 Inferential Data Analysis

3.1.1 Definition

Inferential statistics is the branch of statistics that deals with drawing an inference about a population on the basis of sample data from the population. Put another way, we use inferential statistics to make judgments of the probability that an observed difference between groups is a dependable one or one that might have happened by chance in the study.

There are two broad techniques used in inferential statistics: (1) Parametric techniques which assume that the data are normally distributed and are measured with interval or ratio scales. (2) Non-parametric techniques which are used when the data depart from the normal distribution and the measure can be nominal or ordinal.

The parametric tests commonly applied in psycho-academic research are the t-test and the analysis of variance. The non-parametric tests include the chi-square, the sign test, the Wilcoxon on matched pairs signed rank test, the Median test, the Mann Whitney U-test. Some of these will now be discussed.

SELF-ASSESSMENT EXERCISE

i. Distinguish between parametric and non-parametric tests.

3.1.2 Parametric Tests

t-test

The purpose of t-test is to determine if a difference exists between the means of two sample groups. The samples may be independent or dependent. Data are regarded as dependent (or related) if they are obtained when each score or value in one set of data are paired with a score or value in another set. Use of the t-test assumes importantly a normal distribution of the scores in both samples.

For independent (or unrelated) samples, the t-test is a process for determining if there is a statistically significant difference between the means of two different groups of research subjects on a given dependent variable. A typical example of this use of t-test is where the first (experimental) group receives some treatment (e.g. using a new mathematics syllabus) while the second (control) group receives no
treatment (i.e. using the old existing mathematics syllabus). The formula for the calculation of the t-score in this case is given as:

\[ t = \frac{M_1 - M_2}{\sqrt{\frac{\sum (d)^2}{n}}} \]

For dependent (or related) samples, the t-test is also used in cases where two treatments are administered (at different times) to a single random sample, and the means of the two treatment samples are compared. In this case, all subjects contribute a score to both samples, and the calculation formula is given below:

\[ t = \frac{M_1 - M_2}{\sqrt{\frac{\sum (d)^2}{n}}} \]

Where  
\( M_1 \) = mean for sample 1  
\( M_2 \) = mean for sample 2  
\( d \) = difference in any pair of scores  
\( \sum d^2 \) = difference in pairs of scores squared and summed  
\( (\sum d)^2 \) = difference in pairs of scores summed and total value squared  
\( n \) = number of pairs of scores

The Analysis of Variance

The main function of analysis of variance (ANOVA) is to compare systematically the mean response levels of two or more individual groups of observations, or set of observations, measured at two or more points in time.

ANOVA is typically used in a situation when there are one or more independent variables and two or more dependent variables. For example, to find out the effects of study habits, age, sex, and socio-economic background on college grades, one can do a simple ANOVA which analyses all four sets of data (study habits and grades, age and grades, sex and grades, socio-economic status and grades) at one time — which is an obvious advantage over the t-test statistic. With this technique, what are called Main effects (e.g. study habits and college grade), as well as Interaction effects (e.g. study habits with age and grades) are clearly partialled out.
The fundamental technique in analysis of variance is a partitioning of the total sum of squares (SS) into components related to the effects used in the model. Effect size measures are used in analysis of variance to describe the degree of relationship between a predictor or set of predictors and the dependent variable. Effect size estimates are reported in ANOVA to allow researchers to compare findings in studies and across disciplines.

When scores vary widely from the mean, the sums of the squares will be large. When they cluster around the mean, the sums of squares are small. The sum of squares is affected by the number of scores in a sample, more scores yield larger sums of squares. This is adjusted for by calculating and applying the degrees of freedom. By calculating the variability in data and producing an F-ratio, this ratio of the variance provides an estimate of the statistical difference between the mean scores. If the ratio of F is greater than the critical value of the F distribution at the chosen level of significance, then the null hypothesis is rejected and it can be concluded that there are statistically significant differences between at least some of the means.

The measure of differences among means is the “mean square between groups” (MSB). Mean square between groups is in fact a summary of these differences, and is generally larger when group means are far from one another and smaller if the subgroup means are close together. Mean square within groups (MSW) on the other hand, is the measure of differences among individual subjects within the groups. The greater the variation among individuals within the groups, the greater the mean square within groups will be.

The test statistic used here is the F-test or F-ratio (MSB/MSW) which can be found in tables of the F distribution. Where F exceeds the tabled critical value, MSB is sufficiently larger than MSW to conclude that group differences predominate, and H0 is rejected. If on the other hand the critical F value is not exceeded, the null hypothesis of number difference is maintained.

There are several types of analysis of variance depending on the number of treatments and the way they are applied to the subjects in the experiment.

- One-way ANOVA is typically used to test for differences among at least three groups, since the two group case can be covered by a t-test. For example, in an experiment in which three Groups A, B & C are given respectively gin, wine and a placebo, and all groups are then tested with a memory test, a one-way ANOVA can be used to assess the effects of the various treatments.
• Two-way ANOVA is used when the subjects are subjected to repeated measures, in which the same subjects are used for each treatment. For example, in an experiment in which Group A is given gin and tested on a memory task, allowed to rest for a period of five days and the experiment is repeated with wine. The procedure is repeated using a placebo. A two-way ANOVA with repeated measures can be used to assess the effects of the gin versus the impact of the placebo. One flaw of this method is that it can be subjected to carryover effects.

• Factorial ANOVA is used when the experimenter wants to study the effects of two or more treatment variables. The most common of this type is the 2x2 (two by two) design, where there are two independent variables and each variable has two levels or distinct values.

• Multivariate analysis of variance (MANOVA) is used in studies that yield two or more interrelated response measures (i.e. multiple dependent variables).

The major assumption underlying analysis of variance is that the observations must be sampled and respond independently of one another. If dependencies arise because the same subjects or groups are measured repeatedly, then multivariate analysis (which is primarily concerned with the study of relationships between and within one, two or more sets of variables that are sequentially ordered with respect to time) should be employed. Other assumptions underlying analysis of variance are: (1) normal distribution of the population variance, (2) equal population variances, and (3) equal means.

A typical format, or summary table of how analysis of variance is usually presented in a research report, is as under:

Table 1: Typical Summary Table of ANOVA

<table>
<thead>
<tr>
<th>Source of Variance</th>
<th>Sum of Squares (SS)</th>
<th>Degrees of Freedom (df)</th>
<th>Mean Square (MS)</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between-groups</td>
<td>114.96</td>
<td>2</td>
<td>57.48</td>
<td>7.82*</td>
</tr>
<tr>
<td>Within-groups</td>
<td>176.45</td>
<td>24</td>
<td>7.35</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>291.41</td>
<td>26</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* P < .05
(Source: Hassan, p.229)

3.1.3 Non-parametric (or distribution-free) Tests

Non-parametric techniques are used when the data depart from the normal distribution and the measures can be nominal or ordinal. Since non-parametric statistics do not require that the scores come from
population with a normal distribution, they are also called distribution-free tests. Examples of this include Chi-Square, Sign test, Mann-Whitney U test, Median test, Wilcoxon Matched Pairs Signed Rank test, etc.

(1) The Chi-Square Test

Chi-Square is used to test for differences among sample frequency (nominal) data represented as frequency counts or percentages typically presented in a contingency table or cross-tabulation. The analyst collects frequency data indicating the number of subjects in each category, and arranges the data in a table format as below

<table>
<thead>
<tr>
<th>Age</th>
<th>Agree</th>
<th>Disagree</th>
<th>No Opinion</th>
<th>Row Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Under 25</td>
<td>5</td>
<td>22</td>
<td>6</td>
<td>33</td>
</tr>
<tr>
<td>25-40</td>
<td>5</td>
<td>16</td>
<td>6</td>
<td>27</td>
</tr>
<tr>
<td>Over 40</td>
<td>30</td>
<td>5</td>
<td>5</td>
<td>40</td>
</tr>
<tr>
<td><strong>Column Total</strong></td>
<td><strong>40</strong></td>
<td><strong>43</strong></td>
<td><strong>17</strong></td>
<td><strong>100</strong></td>
</tr>
</tbody>
</table>

Table 2: Contingency Table of Age and Opinion Responses to a Questionnaire

The $X^2$ analysis assesses the difference between the frequency expected ($fe$), i.e. the theoretical relative frequency, and the actual frequencies observed ($fo$). The larger the observed discrepancy is in comparison to the expected frequency, the larger the $X^2$ statistic and the more likely the observed differences are statistically significant. The expected frequency is computed by multiplying the row total by the column total for each cell, and dividing the product by the total number of cases in the table.

Applying the Chi-square formula which is

$$\sum$$

and computing the degrees of freedom ($df=(r-1)(c-1)$), the $X^2$ value can be read off in any standard table of $X^2$ values at a chosen probability level. For example, from the above contingency table, the computed $X^2$ value of 36.0 is higher than the table value of 9.49 at the 0.5 level of significance, and one can therefore be certain with 95% probability that the differences among the groups is due to something other than chance. In other words, that the sample respondents do have different views on the subject matter.
It is necessary to state that although the $X^2$ does not require normality of population distribution, it does assume the following: (1) that the subjects of each group are randomly and independently selected; (2) that the groups are independent; (3) that each observation fits into only one category, and (4) the sample size must be fairly large such that no expected frequency is less than 5 for row or column.

**SELF-ASSESSMENT EXERCISE**

i. Demonstrate the computation and application of the chi-square test. What are its assumptions?

**Other non-parametric tests**

In situations involving two or more related samples, or two or more independent samples, the following non-parametric tests, amongst others, are also often employed:

(a) **Wilcoxon Matched Pairs Signed Rank test:**

This is in fact the non-parametric equivalent of the correlated $t$-test, and is used for testing differences between two or more related samples which have been measured at the interval level, or repeated measurements on a single sample. Its rationale is that researchers using this technique can determine whether one member of a matched pair of observations exceeds the other, and by how much. Under the null hypothesis, the probability is that the number and magnitude of differences favouring one group will be about the same as those favouring the other group.

The test is based on the magnitude of the difference between the pairs of observations. The distributional assumption in the correlated $t$-test that the differences follow a normal distribution is avoided in the Wilcoxon signed rank test because the test is based on the rank order of the differences rather than the actual value of the differences.

The procedure for calculating the Wilcoxon is to compute the difference between each pair, and rank the differences irrespective of the algebraic sign from the lowest to the largest, after which the signs are restored to the rank of the differences. The statistic $T$ (different from the standard score $T$) is obtained by summing the smaller number of the like-sign ranks. If the calculated $T$-value for the normal 6 – 25 pairs in the Table is less than 14, then the null hypothesis is rejected. If the null hypothesis were true and there was no difference, then we would expect the
rank sum for positive and negative ranks to be the same. The smaller the T-value is, the more significant it is likely to be.

(b) The Mann-Witney U-test

The Mann-Witney test is a non-parametric test for assessing whether two independent samples of observations measured at least at the ordinal level, come from the same distribution. The null hypothesis here is that the two samples are drawn from one single population, and therefore their probability distributions are equal.

The test involves the calculation of a statistic called U whose distribution under the null hypothesis is known. The value of U is computed, after the combined ranking, by concentrating on the lower ranked group and counting the number of ranks of the higher group which fall below the lower ranked group. To be significant at the given level of significance, the obtained U must be equal to or less than the table value for either one-tailed or two-tailed test. One simple way of computing the U is to use the formula

\[ U = n_1 n_2 + \frac{n_1 (n_1 + 1)}{2} - R \]

Where \( R \) = the sum of ranks assigned to the group with sample size \( n_1 \)

SELF-ASSESSMENT EXERCISE

i. Show how the U statistic in the Mann-Whitney U Test is computed and interpreted.

4.0 CONCLUSION

We have now examined the major aspects of inferential data analysis in terms of the common parametric and non-parametric techniques used in drawing the required inferences about a population from the population sample. These will clearly aid you in your quest to test the various hypotheses or questions you may have stated for study.

5.0 SUMMARY

Research usually terminates in the analysis of data in which relationships or data that support or conflict our original hypotheses are subjected to tests of significance to help us to accept or reject, with some degree of confidence, the conclusions to be drawn. If this is successfully done, we can then rest assured that our research effort has been worth the while.
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