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New to This Edition

• This eleventh edition of *Modern Labor Economics* has been thoroughly updated in terms of both tabular material and references to the latest literature. Our goal in these updates is to make our textbook a comprehensive reference, for both students and professors, to critical factual information about the labor market and to the professional literature in labor economics.

• In recognition of the growing need for rigorous and dispassionate analyses of American immigration policy, we have expanded our analysis of undocumented immigration in chapter 10 to include an enhanced analysis of both its theoretical and measured effects on society.

• We have also incorporated, in relevant chapters, discussions that include labor-market effects of the Great Recession of 2008, along with an examination of recent changes in such outcomes as earnings inequality, human-capital acquisition, and labor-force participation.

• In chapter 6, we added a discussion of the labor supply behavior of married women and a new boxed example on the labor supply of New York City taxi drivers.

• In chapter 11, we amplified the “Group Incentives and Executive Pay” section and added a new boxed example on the “rat race” in law firms.

• In addition to including new material on the recession, we added a new boxed example on earnings inequality in developed countries and a new section on earnings instability to chapter 15.

*Modern Labor Economics: Theory and Public Policy* has grown out of our experiences over the last three decades in teaching labor market economics and conducting research aimed at influencing public policy. Our text develops the modern theory of labor market behavior, summarizes empirical evidence that supports or contradicts each hypothesis, and illustrates in detail the usefulness of the theory for public policy analysis. We believe that showing students the social implications of concepts enhances the motivation to learn them, and that using the concepts of each chapter in an analytic setting allows students to see the concepts in action. The extensive use of detailed policy applications constitutes a major contribution of this text.

If, as economists believe, passing “the market test” is the ultimate criterion for judging the success of an innovation, launching this eleventh edition of *Modern Labor Economics* is an endeavor that we have approached with both satisfaction and enthusiasm. We believe that economic analysis has become more widely accepted and valued in the area of policy analysis and evaluation, and that
labor economics has become an ever-more vibrant and vigorous field within economics. *Modern Labor Economics* was first published about a decade after neoclassical analysis of the labor market replaced institutional treatment as the dominant paradigm, and in the intervening three decades, this paradigm has grown increasingly sophisticated in its treatment of labor-market issues and the institutions that affect them. This period has been a very exciting and rewarding time to be a labor economist, and our enthusiasm for bringing this field to the student remains unabated.

---

**Overview of the Text**

*Modern Labor Economics* is designed for one-semester or one-quarter courses in labor economics at the undergraduate or graduate level for students who may not have extensive backgrounds in economics. Since 1974, we have taught such courses at the School of Industrial and Labor Relations at Cornell University. The undergraduate course requires only principles of economics as a prerequisite, and the graduate course (for students in a professional program akin to an MBA program) has no prerequisites. We have found that it is not necessary to be highly technical in one’s presentation in order to convey important concepts and that students with limited backgrounds in economics can comprehend a great deal of material in a single course. However, for students who have had intermediate microeconomics, we have included seven chapter appendixes that discuss more advanced material or develop technical concepts in much greater detail than the text discussion permits.

Labor economics has always been an “applied” branch of study, and a thorough grounding in the field requires at least an acquaintance with basic methodological techniques and problems. The appendix to chapter 1 presents a brief overview of regression analysis. Then, each succeeding chapter ends with an “empirical study”—relevant to that chapter’s content—that introduces students to different methodological issues faced by economists doing applied research. It is our hope that this unique feature of the textbook will both enlighten students about, and interest them in, the challenges of empirical research.

After an introduction to basic economic concepts in chapter 1, chapter 2 presents a quick overview of demand and supply in labor markets so that students will see from the outset the interrelationship of the major forces at work shaping labor market behavior. This chapter can be skipped or skimmed by students with strong backgrounds in economics or by students in one-quarter courses. Chapters 3–5 are concerned primarily with the demand for labor, while chapters 6–10 focus on labor supply issues.

Beginning with chapter 11, the concepts of economics are used to analyze several topics of special interest to students of labor markets. The relationship between pay and productivity is analyzed in chapter 11, and the earnings of women and minorities—encompassing issues of discrimination—are the subjects of chapter 12. Chapter 13 uses economic concepts to analyze collective bargaining in the private and public sectors, and chapter 14 discusses the issue of unemployment.

Chapters 15 and 16 offer analyses of two issues of major policy importance in the last two or three decades: the growth in earnings inequality (chapter 15)
and the effects of greater international trade and production sharing (chapter 16). Both chapters serve a dual role: analyzing important policy issues while reviewing and utilizing key concepts presented in earlier chapters.

In addition to the use of public policy examples, the inclusion of technical appendixes, and our end-of-chapter discussions of methodological issues, the text has a number of other important pedagogical features. First, each chapter contains boxed examples that illustrate an application of that chapter’s theory in a nontraditional, historical, business, or cross-cultural setting. Second, each chapter contains a number of discussion or review questions that allow students to apply what they have learned to specific policy issues. To enhance student mastery, we provide answers to the odd-numbered questions at the back of the book. Third, lists of selected readings at the ends of chapters refer students to more advanced sources of study. Fourth, the footnotes in the text have been updated to cite the most recent literature on each given topic; they are intended as a reference for students and professors alike who may want to delve more deeply into a given topic.

**Accompanying Supplements**

Supplements enrich the eleventh edition of *Modern Labor Economics* for both students and instructors.

Students receive a cohesive set of online study tools that are available on the **Companion Web site**, http://www.aw-bc.com/ehrenberg/. For each chapter, students will find a chapter summary, review questions, problems, and applications revised by Léonie Stone at the State University of New York at Geneseo, a multiple-choice quiz revised by Walter Wessels of North Carolina State University, econometric and quantitative problems revised by Elizabeth Wheaton of Southern Methodist University, case studies compiled by Lawrence Wohl of Gustavus Adolphus College that illustrate concepts central to the chapters, Web links to labor data sources, and PowerPoint presentations containing all numbered figures and tables from the text. In addition, students can also access Web Appendix 9B: A Hedonic Model of Earnings and Educational Level.

In addition to the Study Guide, students receive a cohesive set of online study tools that are available on the **Companion Web site**, www.aw-bc.com/ehrenberg_smith. For each chapter, students will find a multiple-choice quiz revised by Walter Wessels of North Carolina State University, econometric and quantitative problems revised by Elizabeth Wheaton of Southern Methodist University, case studies compiled by Lawrence Wohl of Gustavus Adolphus College that illustrate concepts central to the chapter, Web links to labor data sources, and PowerPoint lecture presentations.

For instructors, an extensive set of online course materials is available for download at the Instructor Resource Center (www.pearsonhighered.com/irc) on the catalog page for *Modern Labor Economics*. All resources are password-protected for instructor use only. An **Online Test Bank** consists of approximately 500 multiple-choice questions that can be downloaded and edited for use in problem sets and
exams. The Test Bank has been thoroughly revised and updated by Walter Wessels and is also available as an Online Computerized Test Bank in TestGen format.

Also available is the Online Instructor’s Manual, written by co-author Robert Smith. The Online Instructor’s Manual presents answers to the even-numbered review questions and problems in the text, outlines the major concepts in each chapter, and contains two new suggested essay questions per chapter (with answers).

Finally, an Online PowerPoint presentation is available for each chapter. The slides consist of all numbered figures and tables from the text. The PowerPoint presentations can then be used electronically in the classroom or they can be printed for use as overhead transparency masters.
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Economic theory provides powerful, and surprising, insights into individual and social behavior. These insights are interesting because they help us understand important aspects of our lives. Beyond this, however, government, industry, labor, and other groups have increasingly come to understand the usefulness of the concepts and thought processes of economists in formulating social policy.

This book presents an application of economic analysis to the behavior of, and relationship between, employers and employees. The aggregate compensation received by U.S. employees from their employers was $7.8 trillion in the year 2009, while all other forms of personal income for that year—from investments, self-employment, pensions, and various government welfare programs—amounted to $4.2 trillion. The employment relationship, then, is one of the most fundamental relationships in our lives, and as such, it attracts a good deal of legislative attention. Knowing the fundamentals of labor economics is thus essential to an understanding of a huge array of social problems and programs, both in the United States and elsewhere.

As economists who have been actively involved in the analysis and evaluation of public policies, we obviously believe labor economics is useful in understanding the effects of these programs. Perhaps more important, we also believe policy analysis can be useful in teaching the fundamentals of labor economics. We have therefore incorporated such analyses into each
Chapter 1 Introduction

chapter, with two purposes in mind. First, we believe that seeing the relevance and social implications of concepts studied enhances the student’s motivation to learn. Second, using the concepts of each chapter in an analytical setting serves to reinforce understanding by helping the student to see them “in action.”

The Labor Market

There is a rumor that a former U.S. Secretary of Labor attempted to abolish the term labor market from departmental publications. He believed that it demeaned workers to regard labor as being bought and sold like so much grain, oil, or steel. True, labor is unique in several ways. Labor services can only be rented; workers themselves cannot be bought and sold. Further, because labor services cannot be separated from workers, the conditions under which such services are rented are often as important as the price. Indeed, nonpecuniary factors—such as work environment, risk of injury, personalities of managers, perceptions of fair treatment, and flexibility of work hours—loom larger in employment transactions than they do in markets for commodities. Finally, a host of institutions and pieces of legislation that influence the employment relationship do not exist in other markets.

Nevertheless, the circumstances under which employers and employees rent labor services clearly constitute a market, for several reasons. First, institutions such as want ads and employment agencies have been developed to facilitate contact between buyers and sellers of labor services. Second, once contact is arranged, information about price and quality is exchanged in employment applications and interviews. Third, when agreement is reached, some kind of contract, whether formal or informal, is executed, covering compensation, conditions of work, job security, and even the duration of the job. These contracts typically call for employers to compensate employees for their time and not for what they produce. This form of compensation requires that employers give careful attention to worker motivation and dependability in the selection and employment process.

The end result of employer–employee transactions in the labor market is, of course, the placement of people in jobs at certain rates of pay. This allocation of labor serves not only the personal needs of individuals but the needs of the larger society as well. Through the labor market, our most important national resource—labor—is allocated to firms, industries, occupations, and regions.1

Labor Economics: Some Basic Concepts

Labor economics is the study of the workings and outcomes of the market for labor. More specifically, labor economics is primarily concerned with the behavior of employers and employees in response to the general incentives of wages, prices,

profits, and nonpecuniary aspects of the employment relationship, such as working conditions. These incentives serve both to motivate and to limit individual choice. The focus in economics is on inducements for behavior that are impersonal and apply to a wide range of people.

In this book, we shall examine, for example, the relationship between wages and employment opportunities; the interaction among wages, income, and the decision to work; the way general market incentives affect occupational choice; the relationship between wages and undesirable job characteristics; the incentives for and effects of educational and training investments; and the effects of unions on wages, productivity, and turnover. In the process, we shall analyze the employment and wage effects of such social policies as the minimum wage, overtime legislation, safety and health regulations, welfare reform, payroll taxes, unemployment insurance, immigration policies, and antidiscrimination laws.

Our study of labor economics will be conducted on two levels. Most of the time, we shall use economic theory to analyze “what is”; that is, we shall explain people’s behavior using a mode of analysis called positive economics. Less commonly, we shall use normative economic analysis to judge “what should be.”

**Positive Economics**

Positive economics is a theory of behavior in which people are typically assumed to respond favorably to benefits and negatively to costs. In this regard, positive economics closely resembles Skinnerian psychology, which views behavior as shaped by rewards and punishments. The rewards in economic theory are pecuniary and nonpecuniary gains (benefits), while the punishments are forgone opportunities (costs). For example, a person motivated to become a surgeon because of the earnings and status surgeons command must give up the opportunity to become a lawyer and must be available for emergency work around the clock. Both the benefits and the costs must be considered in making this career choice.

**Scarcity** The pervasive assumption underlying economic theory is that of resource scarcity. According to this assumption, individuals and society alike do not have the resources to meet all their wants. Thus, any resource devoted to satisfying one set of desires could have been used to satisfy another set, which means that there is a cost to any decision or action. The real cost of using labor hired by a government contractor to build a road, for example, is the production lost by not devoting this labor to the production of some other good or service. Thus, in popular terms, “There is no such thing as a free lunch,” and we must always make choices and live with the rewards and costs these choices bring us. Moreover, we are always constrained in our choices by the resources available to us.

**Rationality** A second basic assumption of positive economics is that people are rational—they have an objective and pursue it in a reasonably consistent fashion. When considering persons, economists assume that the objective being pursued is utility maximization; that is, people are assumed to strive toward the goal of
making themselves as happy as they can (given their limited resources). Utility, of course, is generated by both pecuniary and nonpecuniary dimensions of employment.

When considering the behavior of firms, which are inherently nonpersonal entities, economists assume that the goal of behavior is *profit maximization*. Profit maximization is really just a special case of utility maximization in which pecuniary gain is emphasized and nonpecuniary factors are ignored.

The assumption of rationality implies a *consistency* of response to general economic incentives and an *adaptability* of behavior when those incentives change. These two characteristics of behavior underlie predictions about how workers and firms will respond to various incentives.²

**The Models and Predictions of Positive Economics**

Behavioral predictions in economics flow more or less directly from the two fundamental assumptions of scarcity and rationality. Workers must continually make choices, such as whether to look for other jobs, accept overtime, move to another area, or acquire more education. Employers must also make choices concerning, for example, the level of output and the mix of machines and labor to use in production. Economists usually assume that when making these choices, employees and employers are guided by their desires to maximize utility or profit, respectively. However, what is more important to the economic theory of behavior is not the *particular* goal of either employees or employers; rather, it is that economic actors weigh the costs and benefits of various alternative transactions in the context of achieving *some* goal or other.

One may object that these assumptions are unrealistic and that people are not nearly as calculating, as well informed about alternatives, or as amply endowed with choices as economists assume. Economists are likely to reply that if people are not calculating, are totally uninformed, or do not have any choices, then most predictions suggested by economic theory will not be supported by real-world evidence. They thus argue that the theory underlying positive economics should be judged on the basis of its *predictions*, not its assumptions.

The reason we need to make assumptions and create a relatively simple theory of behavior is that the actual workings of the labor market are almost inconceivably complex. Millions of workers and employers interact daily, all with their own sets of motivations, preferences, information, and perceptions of self-interest. What we need to discover are general principles that provide useful insights into the labor market. We hope to show in this text that a few forces are

EXAMPLE 1.1

Positive Economics: What Does It Mean to “Understand” Behavior?

The purpose of positive economic analysis is to analyze, or understand, the behavior of people as they respond to market incentives. But in a world that is extremely complex, just what does it mean to “understand” behavior? One theoretical physicist put it this way:

We can imagine that this complicated array of moving things which constitutes “the world” is something like a great chess game being played by the gods, and we are observers of the game. We do not know what the rules of the game are; all we are allowed to do is watch the playing. Of course, if we watch long enough, we may eventually catch on to a few of the rules. The rules of the game are what we mean by fundamental physics. Even if we know every rule, however . . . what we really can explain in terms of those rules is very limited, because almost all situations are so enormously complicated that we cannot follow the plays of the game using the rules, much less tell what is going to happen next. We must, therefore, limit ourselves to the more basic question of the rules of the game. If we know the rules, we consider that we “understand” the world.a

If the behavior of nature, which does not have a will, is so difficult to analyze, understanding the behavior of people is even more of a challenge. Since people’s behavior does not mechanistically follow a set of rules, the goal of positive economics is most realistically stated as trying to discover their behavioral tendencies.


so basic to labor market behavior that they alone can predict or explain many of the outcomes and behaviors observed in the labor market.

Anytime we attempt to explain a complex set of behaviors and outcomes using a few fundamental influences, we have created a model. Models are not intended to capture every complexity of behavior; instead, they are created to strip away random and idiosyncratic factors so that the focus is on general principles. An analogy from the physical sciences may make the nature of models and their relationship to actual behavior clearer.

A Physical Model Using simple calculations of velocity and gravitational pull, physicists can predict where a ball will land if it is kicked with a certain force at a given angle to the ground. The actual point of landing may vary from the predicted point because of wind currents and any spin the ball might have—factors ignored in the calculations. If 100 balls are kicked, none may ever land exactly on the predicted spot, although they will tend to cluster around it. The accuracy of the model, while not perfect, may be good enough to enable a football coach to decide whether to attempt a field goal. The point is that we usually just need to know the average tendencies of outcomes for policy purposes. To estimate these tendencies, we need to know the important forces at work, but we must confine ourselves to few enough influences so that calculating estimates remains feasible. (A further comparison of physics and positive economics is in Example 1.1.)
An Economic Model  To really grasp the assumptions and predictions of economic models, we consider a concrete example. Suppose we begin by asserting that being subject to resource scarcity, workers will prefer high-paying jobs to low-paying ones if all other job characteristics are the same in each job. Thus, they will quit low-paying jobs to take better-paying ones if they believe sufficient improvement is likely. This principle does not imply that workers care only about wages or that all are equally likely to quit. Workers obviously care about a number of employment characteristics, and improvement in any of these on their current job makes turnover less likely. Likewise, some workers are more receptive to change than others. Nevertheless, if we hold other factors constant and increase only wages, we should clearly observe that the probability of quitting will fall.

On the employer side of the market, we can consider a similar prediction. Firms need to make a profit to survive. If they have high turnover, their costs will be higher than otherwise because of the need to hire and train replacements. With high turnover, they could not, therefore, afford to pay high wages. However, if they could reduce turnover enough by paying higher wages, it might well be worth incurring the added wage costs. Thus, both the utility-maximizing behavior of employees and the profit-maximizing behavior of firms lead us to expect low turnover to be associated with high wages and high turnover with low wages, other things equal.

We note several important things about the above predictions:

1. The predictions emerge directly from the twin assumptions of scarcity and rationality. Employees and employers, both mindful of their scarce resources, are assumed to be on the lookout for chances to improve their well-being. The predictions are also based on the assumptions that employees are aware of, or can learn about, alternative jobs and that these alternatives are open to them.

2. We made the prediction of a negative relationship between wages and voluntary turnover by holding other things equal. The theory does not deny that job characteristics other than wages matter to employees or that employers can lower turnover by varying policies other than the wage rate. However, keeping these other factors constant, our model predicts a negative relationship if the basic assumptions are valid.

3. The assumptions of the theory concern individual behavior of employers and employees, but the predictions are about an aggregate relationship between wages and turnover. The prediction is not that all employees will remain in their jobs if their wages are increased but that enough will remain for turnover to be cut by raising wages. The test of the prediction thus lies in finding out if the predicted relationship between wages and turnover exists using aggregate data from firms or industries.
Careful statistical studies suggest support for the hypothesis that higher pay reduces voluntary turnover. One study, for example, estimated that a 10 percent increase in wages, holding worker characteristics constant, reduced the quit rate by one percentage point.3 (The statistical technique commonly used by economists to test hypotheses is introduced in Appendix 1A.)

**Normative Economics**

Understanding normative economics begins with the realization that there are two kinds of economic transactions. One kind is entered into voluntarily because all parties to the transaction gain. If Sally is willing to create blueprints for $20 per hour, for example, and Ace Engineering Services is willing to pay someone up to $22 per hour to do the job, both gain by agreeing to Sally’s appointment at an hourly wage between $20 and $22; such a transaction is mutually beneficial. The role of the labor market is to facilitate these voluntary, mutually advantageous transactions. If the market is successful in facilitating all possible mutually beneficial transactions, it can be said to have produced a condition economists call Pareto (or “economic”) efficiency.4 (The word efficiency is used by economists in a very specialized sense to denote a condition in which all mutually beneficial transactions have been concluded. This definition of the word is more comprehensive than its normal connotation of cost minimization.) If Pareto efficiency were actually attained, no more transactions would be undertaken voluntarily because they would not be mutually advantageous.

The second kind of transaction is one in which one or more parties lose. These transactions often involve the redistribution of income, from which some gain at the expense of others. Transactions that are explicitly redistributitional, for example, are not entered into voluntarily unless motivated by charity (in which case the donors gain nonpecuniary satisfaction); otherwise, redistributitional transactions are mandated by government through tax and expenditure policies. Thus, while markets facilitate voluntary transactions, the government’s job is often to make certain transactions mandatory.

Any normative statement—a statement about what ought to exist—is based on some underlying value. Government policies affecting the labor market are often based on the widely shared, but not universally agreed upon, value that society should try to make the distribution of income more equal. Welfare

---


4Pareto efficiency gets its name from the Italian economist Vilfredo Pareto, who, around 1900, insisted that economic science should make normative pronouncements only about unambiguous changes in social welfare. Rejecting the notion that utility can be measured (and, therefore, compared across individuals), Pareto argued that we can only know whether a transaction improves social welfare from the testimony or behavior of the affected parties themselves. If they as individuals regard themselves as better off, then the transaction is unambiguously good—even though we are unable to measure how much better off they feel.
programs, minimum wage laws, and restrictions on immigration are examples of policies based on *distributional* considerations. Other labor market policies are intended either to change or to overrule the choices workers make in maximizing their utility. The underlying value in these cases is frequently that workers should not be allowed to place themselves or their families at risk of physical or financial harm. The wearing of such personal protective devices as hard hats and earplugs, for example, is seen as so *meritorious* in certain settings that it is required of workers even if they would choose otherwise.

Policies seeking to redistribute income or force the consumption of meritorious goods are often controversial because some workers will feel worse off when they are adopted. These transactions must be governmentally mandated because they will not be entered into voluntarily.

**Markets and Values** Economic theory, however, reminds us that there is a class of transactions in which there are no losers. Policies or transactions from which all affected parties gain can be said to be *Pareto-improving* because they promote Pareto efficiency. These policies or transactions can be justified on the grounds that they unambiguously enhance social welfare; therefore, they can be unanimously supported. Policies with this justification are of special interest to economists because economics is largely the study of market behavior—voluntary transactions in the pursuit of self-interest.

A transaction can be unanimously supported when:

a. All parties who are affected by the transaction gain.

b. Some parties gain and no one else loses.

c. Some parties gain and some lose from the transaction, but the gainers fully compensate the losers.

When the compensation in *c* takes place, case *c* is converted to case *b*. In practice, economists often judge a transaction by whether the gains of the beneficiaries exceed the costs borne by the losers, thus making it *possible* that there would be no losers. However, when the compensation of losers is *possible* but does not take place, there are, in fact, losers! Many economists, therefore, argue that compensation *must* take place for a government policy to be justified on the grounds that it promotes Pareto efficiency.

As noted above, the role of the labor market is to facilitate voluntary, mutually advantageous transactions. Hardly anyone would argue against at least some kind of government intervention in the labor market if the market is failing to promote such transactions. Why do markets fail?

**Market Failure: Ignorance** First, people may be ignorant of some important facts and thus led to make decisions that are not in their self-interest. For example, a worker who smokes may take a job in an asbestos-processing plant not knowing that the combination of smoking and inhaling asbestos dust substantially increases the risk of disease. Had the worker known this, he or she would probably have stopped smoking or changed jobs, but both transactions were blocked by ignorance.
Market Failure: Transaction Barriers  Second, there may be some barrier to the completion of a transaction that could be mutually beneficial. Often, such a barrier is created by laws that prohibit certain transactions. For example, as recently as three or four decades ago, many states prohibited employers from hiring women to work more than 40 hours a week. As a consequence, firms that wanted to hire workers for more than 40 hours a week could not transact with those women who wanted to work overtime—to the detriment of both parties. Society as a whole thus suffers losses when transactions that are mutually beneficial are prohibited by government.

Another barrier to mutually beneficial transactions may be the expense of completing the transactions. Unskilled workers facing very limited opportunities in one region might desire to move to take better jobs. Alternatively, they might want to enter job-training programs. In either case, they might lack the funds to finance the desired transactions.

Market Failure: Externalities  Market failure can also arise when a buyer and a seller agree to a transaction that imposes costs or benefits on people who were not party to their decision; in other words, some decisions have costs or benefits that are “external” to the decision makers. Why do these externalities cause market failure?

When buyers and sellers make their decisions, they generally weigh the costs and benefits only to themselves—and, of course, decide to complete a transaction when the benefits outweigh the costs. If all transaction costs and benefits fall to the decision makers, then society can be assured that the transaction represents a step toward Pareto efficiency. However, if there are costs or benefits to people who were not able to influence the decision, then the transaction may not have positive net benefits to society.

For us to have confidence that a particular transaction is a step toward Pareto efficiency, the decision must be voluntarily accepted by all who are affected by it. If there are externalities to a transaction, people who are affected by it—but cannot influence the ultimate decision—are being forced into a transaction that they may not have been willing to make. If so, it may well be that the costs of the transaction are greater than the benefits, once all the costs and benefits (and not just those of the decision makers) are counted.

Child labor offers a stark example of externalities, because children do not have the competence or the power to make many important decisions affecting their lives. If parents are completely selfish and ignore the interests of their children in making decisions about sending them to work or to school, then society cannot trust their decisions as advancing economic efficiency (because the costs and benefits to the children have been ignored in making work–school decisions).

Externalities would also exist if, say, workers have no mechanism to transfer their costs of being injured at work to their employers—who are the ones making the decisions about how much to spend to reduce workplace risk. If such a mechanism does not exist (a question we will explore in chapter 8), then our workplaces will be less safe than they should be, because employers are ignoring at least some costs (the ones borne by workers) in making their decisions about risk reduction.
Market Failure: Public Goods  A special kind of externality is sometimes called the “free rider problem.” For example, suppose that a union representing workers in the noisy sawmill industry intends to sponsor research on the effects of excessive noise on workers’ hearing loss. This research is expensive, but because it would be useful to unions or individual workers in other noisy industries, the sawmill-workers union considers whether it could defray its expenses by selling its findings to other interested parties. It would quickly realize, however, that once its findings are known to its members or its first “customers,” the results would quickly become available to all—through word-of-mouth, newspaper, or Internet sources—even to those “free riders” who do not pay.

Such research findings are an example of what is called a public good—a good that can be consumed by any number of people at the same time, including those who do not pay. Because nonpayers cannot be excluded from consuming the good, no potential customer will have an incentive to pay. Knowing this, the potential provider of the good or service (the sawmill-workers union in our example) will probably decide not to produce it.

In the case of public goods, private decision makers ignore the benefits to others when making their decisions because they have no mechanism to “capture” these benefits. As a result, society will under-invest in such goods unless government, which can compel payments through its tax system, steps in to produce the public goods.

Market Failure: Price Distortion  A special barrier to transaction is caused by taxes, subsidies, or other forces that create “incorrect” prices. Prices powerfully influence the incentives to transact, and the prices asked or received in a transaction should reflect the true preferences of the parties to it. When prices become decoupled from preferences, parties may be led to make transactions that are not socially beneficial or to avoid others that would be advantageous. If plumbers charge $25 per hour, but their customers must pay an additional tax of $5 to the government, customers who are willing to pay between $25 and $30 per hour and would hire plumbers in the absence of the tax are discouraged from doing so—to the detriment of both parties.

Normative Economics and Government Policy

Solutions to problems that prevent the completion of socially beneficial transactions frequently involve governmental intervention. If the problem is a lack of information about health risks, say, one obvious solution is for the government to take steps to ensure workers are informed about such risks. If the problem is that some law prevents women, say, from working the hours they want, an obvious prescription is to repeal the law.

For other types of transaction barriers, the needed intervention is for the government to either compel or actively promote transactions different from the ones that would be made by “the market” (that is, those made by private decision makers). When the government decides to “replace” a market decision by one of
its own, the policy prescription is complicated by the need to guess just what the appropriate transaction is. In the following text, we discuss government interventions to deal with two examples of transaction barriers.

**Capital Market Imperfections**  Workers find it difficult to obtain loans that would allow them to obtain job training or finance a cross-country move to obtain a better job because usually all they can offer to secure the loan is their promise to pay it back. The government, however, might make such loans even if it faced the same risk of default, because enabling workers to acquire new skills or move to where workers are needed would strengthen the overall economy. Of course, if the government did decide to make these loans, it would have to decide on the appropriate circumstances for approving such loans, including how much money to loan.

**Externalities**  Earlier, we argued that parents may not take the welfare of their children into account when making decisions about whether to send them to work or to school. A solution to this problem that most societies have undertaken is to require children to stay in school until they reach a certain age and to provide at least that level of schooling for free. Ideally, of course, deciding on the mandatory school-leaving age would require the government to look carefully at the **lifetime benefits** of various schooling levels (see chapter 9) and comparing them to both the direct costs of education and the opportunity costs of the children’s lost production. Performing the benefit–cost analyses needed to intelligently address the problem of externalities requires a solid grasp of economic theory (as we will discuss in chapter 8).

**Efficiency versus Equity**  The social goal of a more equitable distribution of income is often of paramount importance to political decision makers, and disputes can arise over whether equity or economic efficiency should be the prime consideration in setting policy. One source of dispute is rooted in the problem that there is not a unique set of transactions that are Pareto efficient. There are, in fact, a number of different sets of transactions that can satisfy our definition of economic efficiency, and questions can arise as to which set is the most equitable.

To understand the multiple sets of efficient transactions that are possible, we return to our example of the woman willing to create blueprints for $20 per hour. If Ace Engineering Services is willing to pay up to $22 per hour for blueprints, and Sally is willing to work for $20, their agreement on her employment at an hourly wage of, say, $21 would be beneficial to both parties. However, the same can be said for an agreement on wages of either $20.25 or $21.75 per hour. We can objectively judge any of these potential agreements as efficient because both parties are better off than they would be if they did not transact. But it is not clear which of the potential agreements are more equitable unless we define a subjective standard for “fairness.”

The second source of dispute over equity and efficiency is rooted in the problem that to achieve more equity, steps away from Pareto efficiency must often
be taken. Minimum wage laws, for example, block transactions that parties might be willing to make at a lower wage; thus, some who would have accepted jobs at less than the legislated minimum are not offered any at all because their services are “priced out of the market.” Similarly, welfare programs have often been structured so that recipients who find paid work receive, in effect, a zero wage—a price distortion of major proportions but one that is neither easily nor cheaply avoided (as we will see in chapter 6).

Normative economics tends to stress efficiency over equity considerations, not because it is more important but because it can be analyzed more scientifically. For a transaction to be mutually beneficial, all that is required is for each party individually to feel better off. Thus, studying voluntary transactions (that is, market behavior) is useful when taking economic efficiency into account. Equity considerations, however, always involve comparing the welfare lost by some against the utility gained by others—which, given the impossibility of measuring happiness, cannot be scientifically done. For policy decisions based on considerations of equity, society usually turns to guidance from the political system, not from markets.

Plan of the Text

The study of labor economics is mainly a study of the interplay between employers and employees—or between demand and supply. Chapter 2 presents a quick overview of demand and supply in the labor market, allowing students to see from the outset the interrelationship of the major forces at work shaping labor market behavior. Chapters 3–5 are primarily concerned with the demand for labor. As such, they are devoted to an analysis of employers’ incentives and behavior.

Chapters 6–10 contain analyses of various aspects of workers’ labor supply behavior. They address issues of whether to work for pay (as opposed to consuming leisure or working at home without pay), the choice of occupations or jobs with very different characteristics, and decisions workers must make about educational and other investments designed to improve their earning capacities. Like the earlier “demand” chapters, these “supply” chapters necessarily incorporate aspects of behavior on the other (here, employer) side of the labor market.

Chapters 11–16 address special topics of interest to labor economists, including the effects of institutional forces in the labor market. Chapter 11 analyzes how the compensation of workers can be structured to create incentives for greater productivity. Chapter 12 analyzes wage differentials associated with race, gender, and ethnicity. Chapter 13 deals with the labor market effects of unions. Chapter 14 focuses on an analysis of unemployment. The final two chapters discuss the phenomena of inequality (chapter 15) and globalization (chapter 16) while also reviewing most of the major concepts introduced earlier in the text.

---

At the end of each chapter are several features that are designed to enhance understanding. First, starting with chapter 2, readers will find a summary of an empirical study related to concepts introduced in the text. These summaries are designed to convey, in a nontechnical way, how researchers can creatively confront the challenges of testing the predictions of economic theory in the “real world.” Because the summaries often assume a very basic familiarity with regression analysis (the basic empirical tool in economics), we introduce this statistical technique in Appendix A1.

The end-of-chapter materials also include a set of review questions that are designed to test understanding of the chapter’s concepts and how these concepts can be applied to policy issues. The questions are ordered by level of difficulty (the more difficult ones come later), and answers to the odd-numbered questions are in a separate section at the end of the textbook. Some numerically based problems follow the review questions, again with answers to the odd-numbered problems at the end of the textbook.

For students who want to go more deeply into the concepts introduced in the text of each chapter, we provide extensive footnotes designed to provide references to seminal works and the most recent literature. We also provide selected readings at the very end of each chapter that go more deeply into the material. Many chapters also have an appendix that delves deeper into a specialized topic that may be of interest to some readers.

### Review Questions

1. Using the concepts of normative economics, when would the labor market be judged to be at a point of optimality? What imperfections might prevent the market from achieving this point?

2. Are the following statements “positive” or “normative”? Why?
   a. Employers should not be required to offer pensions to their employees.
   b. Employers offering pension benefits will pay lower wages than they would if they did not offer a pension program.
   c. If further immigration of unskilled foreigners is prevented, the wages of unskilled immigrants already here will rise.
   d. The military draft compels people to engage in a transaction they would not voluntarily enter into; it should therefore be avoided as a way of recruiting military personnel.
   e. If the military draft were reinstituted, military salaries would probably fall.

3. Suppose the federal government needs workers to repair a levee along a flood-prone river. From the perspective of normative economics, what difference does it make whether able-bodied citizens are compelled to work (for pay) on the levee or whether a workforce is recruited through the normal process of making job offers to applicants and relying on their voluntary acceptance?

4. What are the functions and limitations of an economic model?

5. In this chapter, a simple model was developed in which it was predicted that workers employed in jobs paying wages less
than they could get in comparable jobs elsewhere would tend to quit to seek higher-paying jobs. Suppose we observe a worker who, after repeated harassment or criticism from her boss, quits an $8-per-hour job to take another job paying $7.50. Answer the three questions below:

a. Is this woman’s behavior consistent with the economic model of job quitting outlined in the text?

b. Can we test to see whether this woman’s behavior is consistent with the assumption of rationality?

c. Suppose the boss in question had harassed other employees, but this woman was the only one who quit. Can we conclude that economic theory applies to the behavior of some people but not to others?

6. A law in one town of a Canadian province limits large supermarkets to just four employees on Sundays. Analyze this law using the concepts of normative economics.

7. Child labor laws generally prohibit children from working until age 14 and restrict younger teenagers to certain kinds of work that are not considered dangerous. Reconcile the prohibitions of child labor legislation with the principles underlying normative economic analysis.

8. In discussing ways to reduce lung diseases caused by workplace hazards, one commentator said:

> Gas masks are very uncomfortable to wear, but economists would argue that they are the socially preferred method for reducing the inhalation of toxic substances whenever they can be produced for less than it takes to alter a ventilation system.

Comment on this quotation from the perspective of normative economics.

9. The United States and France, worried about job losses in the airplane-manufacturing industry, have recently traded accusations that the other country’s government is subsidizing airplane production. Assuming that government tax funds are being used in each country to help the domestic airline industry maintain lower aircraft prices and jobs, analyze such subsidies from the perspective of normative economics.

### Problems

1. (Appendix) You have collected the following data (see the following table) on 13 randomly selected teenage workers in the fast-food industry. What is the general relationship between age and wage? Plot the data and then construct a linear equation for this relationship.

<table>
<thead>
<tr>
<th>Age (years)</th>
<th>Wage (dollars per hour)</th>
<th>Age (years)</th>
<th>Wage (dollars per hour)</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>$7.25</td>
<td>18</td>
<td>$8.00</td>
</tr>
<tr>
<td>16</td>
<td>$8.00</td>
<td>18</td>
<td>$8.50</td>
</tr>
<tr>
<td>17</td>
<td>$7.50</td>
<td>18</td>
<td>$9.50</td>
</tr>
<tr>
<td>17</td>
<td>$8.00</td>
<td>19</td>
<td>$8.50</td>
</tr>
<tr>
<td>17</td>
<td>$8.25</td>
<td>19</td>
<td>$8.75</td>
</tr>
<tr>
<td>18</td>
<td>$7.25</td>
<td>19</td>
<td>$10.00</td>
</tr>
<tr>
<td>18</td>
<td>$7.75</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
2. (Appendix) Suppose that a least squares regression yields the following estimate:

\[ W_i = -1 + 0.3A_i \]

where \( W \) is the hourly wage rate (in dollars) and \( A \) is the age (in years).

A second regression from another group of workers yields this estimate:

\[ W_i = 3 + 0.3A_i - 0.01(A_i)^2 \]

a. How much is a 20-year-old predicted to earn based on the first estimate?
b. How much is a 20-year-old predicted to earn based on the second estimate?

3. (Appendix) Suppose you estimate the following relationship between wages and age:

\[ W_i = -1 + 0.3A_i \]

(\( \text{the standard error is in parentheses). Are you confident that wages actually rise with age?} \)

4. (Appendix) Suppose you have information on which of the 13 randomly selected teenage workers in the fast-food industry worked part-time and which worked full-time. Variable \( F_i \) is equal to 1 if the worker is employed full time, and it is equal to zero otherwise. With this information, you estimate the following relationship between wages, age, and full-time employment:

\[ W_i = -0.5 + 0.25A_i + 0.75F_i \]

(\( \text{the standard errors are in parentheses).} \)

a. How much is a 20-year-old who works full time predicted to earn based on this estimate?
b. How much is a 20-year-old who works part time predicted to earn based on this estimate?

5. (Appendix) Based on the regression estimate in Problem 4, evaluate the statistical significance of the estimated coefficients in the regression.

6. (Appendix) Compare the first regression estimate in Problem 2 with the regression estimate in Problem 4.

a. Is there an omitted variable bias when the full-time variable is not included? Explain.
b. What can be said about the correlation between age and full-time employment? Explain.

**Selected Readings**


This appendix provides a brief introduction to how labor economists test hypotheses. We will discuss how one might attempt to test the hypothesis presented in this chapter that other things equal, one should expect to observe that the higher the wage a firm pays, the lower the voluntary labor turnover among its employees will be. Put another way, if we define a firm’s quit rate as the proportion of its workers who voluntarily quit in a given time period (say, a year), we expect to observe that the higher a firm’s wages, the lower its quit rate will be, holding other factors affecting quit rates constant.

A Univariate Test

An obvious first step is to collect data on the quit rates experienced by a set of firms during a given year and match these data with the firms’ wage rates. This type of analysis is called univariate because we are analyzing the effects on quit rates of just one other variable (the wage rate). The data are called cross-sectional because they provide observations across behavioral units at a point in time.\(^1\) Table 1A.1 contains such information for a hypothetical set of 10 firms located in a single labor market in, say, 1993. For example, firm A is assumed to have paid an average hourly wage of $4 and to have experienced a quit rate of 40 percent in 1993.

The data on wages and quit rates are presented graphically in Figure 1A.1. Each dot in this figure represents a quit-rate/hourly wage combination for one of the firms in Table 1A.1. Firm A, for example, is represented in the figure by point A, which shows a quit rate of 40 percent and an hourly wage of $4, while point B

---

\(^1\)Several other types of data are also used frequently by labor economists. One could look, for example, at how a given firm’s quit rate and wage rate vary over time. Observations that provide information on a single behavioral unit over a number of time periods are called time-series data. Sometimes, labor economists have data on the behavior of a number of observational units (e.g., employers) for a number of time periods; combinations of cross-sectional and time-series data are called panel data.
A Univariate Test

shows comparable data for firm B. From a visual inspection of all 10 data points, it appears from this figure that firms paying higher wages in our hypothetical sample do indeed have lower quit rates. Although the data points in Figure 1A.1 obviously do not lie on a single straight line, their pattern suggests that on average, there is a linear (straight-line) relationship between a firm’s quit rate and its wage rate.

Any straight line can be represented by the general equation

\[ Y = a + bX \]  

(1A.1)

Variable \( Y \) is the dependent variable, and it is generally shown on the vertical axis of the graph depicting the line. Variable \( X \) is the independent, or explanatory, variable,

<table>
<thead>
<tr>
<th>Firm</th>
<th>Average Hourly Wage Paid ($)</th>
<th>Quit Rate (%)</th>
<th>Firm</th>
<th>Average Hourly Wage Paid ($)</th>
<th>Quit Rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>4</td>
<td>40</td>
<td>F</td>
<td>8</td>
<td>20</td>
</tr>
<tr>
<td>B</td>
<td>4</td>
<td>30</td>
<td>G</td>
<td>10</td>
<td>25</td>
</tr>
<tr>
<td>C</td>
<td>6</td>
<td>35</td>
<td>H</td>
<td>10</td>
<td>15</td>
</tr>
<tr>
<td>D</td>
<td>6</td>
<td>25</td>
<td>I</td>
<td>12</td>
<td>20</td>
</tr>
<tr>
<td>E</td>
<td>8</td>
<td>30</td>
<td>J</td>
<td>12</td>
<td>10</td>
</tr>
</tbody>
</table>
which is usually shown on the horizontal axis. The letters “a” and “b” are the parameters (the fixed coefficients) of the equation, with “a” representing the intercept and “b” the slope of the line. Put differently, “a” is the value of Y when the line intersects the vertical axis (X = 0). The slope, “b,” indicates the vertical distance the line travels for each one-unit increase in the horizontal distance. If “b” is a positive number, the line slopes upward (going from left to right); if “b” is a negative number, the line slopes downward.

If one were to try to draw the straight line that best fits the points in Figure 1A.1, it is clear that the line would slope downward and that it would not go through all 10 points. It would lie above some points and below others; thus it would “fit” the points only with some error. We could model the relationship between the data points on the graph, then, as follows:

\[
Q_i = \alpha_0 + \alpha_1 W_i + \epsilon_i
\]  

(1A.2)

Here, \(Q_i\) represents the quit rate for firm \(i\), and it is the dependent variable. The independent variable is \(W_i\), firm \(i\)'s wage rate. \(\alpha_0\) and \(\alpha_1\) are the parameters of the line, with \(\alpha_0\) the intercept and \(\alpha_1\) the slope. The term \(\epsilon_i\) is a random error term; it is included in the model because we do not expect that the line (given by \(Q_i = \alpha_0 + \alpha_1 W_i\)) will connect all the data points perfectly. Behaviorally, we are assuming the presence of random factors unrelated to wage rates that also cause the quit rate to vary across firms.

We seek to estimate what the true values of \(\alpha_0\) and \(\alpha_1\) are. Each pair of values of \(\alpha_0\) and \(\alpha_1\) defines a different straight line, and an infinite number of lines can be drawn that “fit” points A–J. It is natural for us to ask, “Which of these straight lines fits the data the best?” Some precise criterion must be used to decide which line fits the best, and the procedure typically used by statisticians and economists is to choose that line for which the sum (in our example, across all firms) of the squared vertical distances between the line and the individual data points is minimized. The line estimated from the data using this method, which is called least squares regression analysis, has a number of desirable properties.\(^3\)

Application of this method to the data found in Table 1A.1 yields the following estimated line:

\[
Q_i = 45 - 2.5W_i
\]  

(1A.3)

(5.3) (0.625)

\(^2\)An exception occurs in the supply and demand curves facing firms, in which the independent variable, price, is typically shown on the vertical axis.

\(^3\)These properties include that on average, the correct answer for \(\alpha_1\) is obtained; the estimates are the most precise possible among a certain class of estimators; and the sum of the positive and negative vertical deviations of the data points from the estimated line will be zero. For a more formal treatment of the method of least squares, see any statistics or econometrics text. A good introduction for a reader with no statistical background is Larry D. Schroeder, David L. Sjoquist, and Paula E. Stephan, Understanding Regression Analysis: An Introductory Guide (Beverly Hills, Calif.: Sage, 1986).
The estimate of $\alpha_0$ is 45, and the estimate of $\alpha_1$ is $-2.5$. Thus, if a firm had a wage rate of $4/hour in 1993, we would predict that its annual quit rate would have been $45 - 2.5(4)$, or 35 percent. This estimated quit/wage relationship is drawn in Figure 1A.1 as the line $YY$. (The numbers in parentheses below the equation will be discussed later.)

Several things should be noted about this relationship. First, taken at face value, this estimated relationship implies that firms paying their workers nothing (a wage of zero) would have been projected to have only 45 percent of their workers quit each year ($45 - 2.5(0) = 45$), while firms paying their workers more than $18 an hour would have had negative quit rates. The former result is nonsensical (why would any workers stay if they are paid nothing?), and the latter result is logically impossible (the quit rate cannot be less than zero). As these extreme examples suggest, it is dangerous to use linear models to make predictions that take one outside the range of observations used in the estimation (in the example, wages from $4 to $12). The relationship between wages and quit rates cannot be assumed to be linear (represented by a straight line) for very low and very high values of wages. Fortunately, the linear regression model used in the example can be easily generalized to allow for nonlinear relationships.

Second, the estimated intercept (45) and slope (22.5) that we obtained are only estimates of the “true” relationship, and there is uncertainty associated with these estimates. The uncertainty arises partly from the fact that we are trying to infer the true values of $\alpha_0$ and $\alpha_1$—that is, the values that characterize the wage/quit relationship in the entire population of firms—from a sample of just 10 firms. The uncertainty about each estimated coefficient is measured by its standard error, or the estimated standard deviation of the coefficient. These standard errors are reported in parentheses under the estimated coefficients in equation (1A.3); for example, given our data, the estimated standard error of the wage coefficient is 0.625, and that of the intercept term is 5.3. The larger the standard error, the greater the uncertainty about our estimated coefficient’s value.

Under suitable assumptions about the distribution of $e$, the random error term in equation (1A.2), we can use these standard errors to test hypotheses about the estimated coefficients. In our example, we would like to test the hypothesis that $\alpha_1$ is negative (which implies, as suggested by theory, that higher wages reduce quits) against the null hypothesis that $\alpha_1$ is zero and there is thus no relationship between wages and quits. One common test involves computing for each coefficient a $t$ statistic, which is the ratio of the coefficient to its standard error. A heuristic rule, which can be made precise, is that if the absolute value of the $t$ statistic is greater than 2, the hypothesis that the true value of the coefficient equals zero can be rejected. Put

---

4 Students with access to computer software for estimating regression models can easily verify this result.

5 For example, at a wage of $20/hour, the estimated quit rate would be $45 - 2.5(20)$, or $-5$ percent per year.

6 These assumptions are discussed in any econometrics text.
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another way, if the absolute value of a coefficient is at least twice the size of its standard error, one can be fairly confident that the true value of the coefficient is a number other than zero; in this case, we say that the estimated coefficient is statistically significant (a shorthand way of saying that it is significantly different from zero in a statistical sense). In our example, the $t$ statistic for the wage coefficient is $-2.5/0.625$, or 24.0, which leaves us very confident that the true relationship between wage levels and quit rates is negative.

Multiple Regression Analysis

The preceding discussion has assumed that the only variable influencing quit rates, other than random (unexplained) factors, is a firm’s wage rate. The discussion of positive economics in this chapter stresses, however, that the prediction of a negative relationship between wages and quit rates is made holding all other factors constant. As we will discuss in chapter 10, economic theory suggests that there are many factors besides wages that systematically influence quit rates. These include characteristics both of firms (e.g., employee benefits offered, working conditions, and firm size) and of their workers (e.g., age and level of training). If any of these other variables that we have omitted from our analysis tend to vary across firms systematically with the wage rates that the firms offer, the resulting estimated relationship between wage rates and quit rates will be incorrect. In such cases, we must take these other variables into account by using a model with more than one independent variable. We rely on economic theory to indicate which variables should be included in our statistical analysis and to suggest the direction of causation.

To illustrate this procedure, suppose for simplicity that the only variable affecting a firm’s quit rate besides its wage rate is the average age of its workforce. With other factors kept constant, older workers are less likely to quit their jobs for a number of reasons (as workers grow older, ties to friends, neighbors, and coworkers become stronger, and the psychological costs involved in changing jobs—which often requires a geographic move—grow larger). To capture the effects of both wage rates and age, we assume that a firm’s quit rate is given by

$$Q_i = \alpha_0 + \alpha_1 W_i + \alpha_2 A_i + \varepsilon_i$$

(1A.4)

$A_i$ is a variable representing the age of firm $i$’s workers. Although $A_i$ could be measured as the average age of the workforce, or as the percentage of the firm’s workers older than some age level, for expositional convenience, we have defined it as a dichotomous variable. $A_i$ is equal to 1 if the average age of firm $i$’s workforce is greater than 40, and it is equal to zero otherwise. Clearly, theory suggests that $\alpha_2$ is negative, which means that whatever values of $\alpha_0$, $\alpha_1$, and $W_i$ pertain (that is, keeping all else constant), firms with workforces having an average age above 40 years should have lower quit rates than firms with workforces having an average age equal to or below age 40.
The parameters of equation (1A.4)—that is, the values of \( \alpha'_0, \alpha'_1, \) and \( \alpha'_2 \)—can be estimated using multiple regression analysis, a method that is analogous to the one described earlier. This method finds the values of the parameters that define the best straight-line relationship between the dependent variable and the set of independent variables. Each parameter tells us the effect on the dependent variable of a one-unit change in the corresponding independent variable, holding the other independent variables constant. Thus, the estimate of \( \alpha'_1 \) tells us the estimated effect on the quit rate \( (Q) \) of a one-unit change in the wage rate \( (W) \), holding the age of a firm’s workforce \( (A) \) constant.

### The Problem of Omitted Variables

If we use a univariate regression model in a situation calling for a multiple regression model—that is, if we leave out an important independent variable—our results may suffer from omitted variables bias. We illustrate this bias because it is an important pitfall in hypothesis testing and because it illustrates the need to use economic theory to guide empirical testing.

To simplify our example, we assume that we know the true values of \( \alpha'_0, \alpha'_1, \) and \( \alpha'_2 \) in equation (1A.4) and that there is no random error term in this model (each \( \epsilon_i \) is zero). Specifically, we assume that

\[
Q_i = 50 - 2.5W_i - 10A_i \quad (1A.5)
\]

Thus, at any level of wages, a firm’s quit rate will be 10 percentage points lower if the average age of its workforce exceeds 40 than it will be if the average age is less than or equal to 40.

Figure 1A.2 graphically illustrates this assumed relationship between quit rates, wage rates, and workforce average age. For all firms that employ workers whose average age is less than or equal to 40, \( A_i \) equals zero and thus their quit rates are given by the line \( Z_0Z_0 \). For all firms that employ workers whose average age is greater than 40, \( A_i \) equals 1 and thus their quit rates are given by the line \( Z_1Z_1 \). The quit-rate schedule for the latter set of firms is 10 percentage points below the one for the former set. Both schedules indicate, however, that a $1 increase in a firm’s average hourly wage will reduce its annual quit rate by 2.5 percentage points (that is, both lines have the same slope).

Now, suppose a researcher were to estimate the relationship between quit rates and wage rates but ignored the fact that the average age of a firm’s workers also affects the quit rate. That is, suppose one were to omit a measure of age and estimate the following equation:

\[
Q_i = a_0 + \alpha_i W_i + \epsilon_i \quad (1A.6)
\]

Of crucial importance to us is how the estimated value of \( \alpha'_1 \) will correspond to the true slope of the quit/wage schedule, which we have assumed to be \(-2.5\).
The answer depends heavily on how average wages and the average age of employees vary across firms. Table 1A.2 lists combinations of quit rates and wages for three hypothetical firms that employed older workers (average age greater than 40) and three hypothetical firms that employed younger workers. Given the wage each firm paid, the values of its quit rate can be derived directly from equation (1A.5).

It is a well-established fact that earnings of workers tend to increase as they age. On average, then, firms employing older workers are assumed in the table to have higher wages than firms employing younger workers. The wage/quit-rate

### Table 1A.2

<table>
<thead>
<tr>
<th>Employ Older Workers (A_i = 1)</th>
<th>Employ Older Workers (A_i = 0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Firm</td>
<td>Average Hourly Wage Paid ($)</td>
</tr>
<tr>
<td>------</td>
<td>-----------------------------</td>
</tr>
<tr>
<td>k</td>
<td>8</td>
</tr>
<tr>
<td>l</td>
<td>10</td>
</tr>
<tr>
<td>m</td>
<td>12</td>
</tr>
</tbody>
</table>

7Reasons why this occurs will be discussed in chapters 5, 9, and 11.
combinations for these six firms are indicated by the dots on the lines $Z_0Z_0$ and $Z_1Z_1$ in Figure 1A.3, which reproduce the lines in Figure 1A.2.

When we estimate equation (1A.6) using these six data points, we obtain the following straight line:

$$Q_i = 57 - 4W_i \quad (1A.7)$$

This estimated relationship is denoted by the line XX in Figure 1A.3. The estimate of $\alpha_1$, which equals 24, implies that every dollar increase in wages reduces the quit rate by four percentage points, yet we know (by assumption) that the actual reduction is 2.5 percentage points. Our estimated response overstates the sensitivity of the quit rate to wages because the estimated equation ignored the effect that age has on quits.

Put differently, quit rates are lower in high-wage firms both because the wages they pay are higher and because high-wage firms tend to employ older workers, who are less likely to quit. By ignoring age in the analysis, we mistakenly conclude that quit rates are more sensitive to wage changes than they actually are. Therefore, by omitting from our model an important explanatory variable (age) that both affects quit rates and is associated with wage levels, we have obtained a wrong estimate of the effect of wages on quit rates.

Figure 1A.3

Estimated Relationships between Wages and Quit Rates Using Data from Table 1A.2

---

8The fact that the dots fall exactly on a straight line is a graphic representation of the assumption in equation (1A.5) that there is no random error term. If random error is present, the dots would fall around, but not all on, a straight line.
This discussion highlights the “other things held equal” nature of most hypotheses in labor economics. In testing hypotheses, we must control for other factors that are expected to influence the variable of interest. Typically, this is done by specifying that the dependent variable is a function of a set of variables. This specification must be guided by economic theory, and one reason for learning economic theory is that it can guide us in testing hypotheses about human behavior. Without a firm grounding in theory, analyses of behavior can easily fall victim to omitted variables bias.

Having said this, we must point out that it is neither possible nor crucial to have data on all variables that could conceivably influence what is being examined. As emphasized in this chapter, testing economic models involves looking for average relationships and ignoring idiosyncratic factors. Two workers with the same age and the same wage rate may exhibit different quit behaviors because, for example, one wants to leave town to get away from a dreadful father-in-law. This idiosyncratic factor is not important for the testing of an economic model of quit rates because having a father-in-law has neither a predictable effect on quits (some fathers-in-law are desirable to be around) nor any correlation with one’s wage rate. To repeat, omitted variables bias is a problem only if the omitted variable has an effect on the dependent variable (quit rate) and is correlated with an independent variable of interest (wages).
Every society—regardless of its wealth, its form of government, or the organization of its economy—must make basic decisions. It must decide what and how much to produce, how to produce it, and how the output shall be distributed. These decisions require finding out what consumers want, what technologies for production are available, and what the skills and preferences of workers are; deciding where to produce; and coordinating all such decisions so that, for example, the millions of people in New York City and the isolated few in an Alaskan fishing village can each buy the milk, bread, meat, vanilla extract, mosquito repellent, and brown shoe polish they desire at the grocery store. The process of coordination involves creating incentives so that the right amount of labor and capital will be employed at the right place at the required time.

These decisions can, of course, be made by administrators employed by a centralized bureaucracy. The amount of information this bureaucracy must obtain and process to make the millions of needed decisions wisely, and the number of incentives it must create to ensure that these decisions are coordinated, are truly mind-boggling. It boggles the mind even more to consider the major alternative to centralized decision making—the decentralized marketplace. Millions of producers striving to make a profit observe the prices millions of consumers are willing to pay for products and the wages millions of workers are willing to accept for work. Combining these pieces
of information with data on various technologies, they decide where to produce, what to produce, whom to hire, and how much to produce. No one is in charge, and while market imperfections impede progress toward achieving the best allocation of resources, millions of people find jobs that enable them to purchase the items they desire each year. The production, employment, and consumption decisions are all made and coordinated by price signals arising through the marketplace.

The market that allocates workers to jobs and coordinates employment decisions is the labor market. With roughly 150 million workers and almost 8 million employers in the United States, thousands of decisions about career choice, hiring, quitting, compensation, and technology must be made and coordinated every day.

Because we believe that it is essential for students to understand the “big picture” at the outset, this chapter presents an overview of what the labor market does and how it works. After seeing how the buying and selling sides of the labor market are coordinated at an overall (or “market”) level, we then turn to more detailed analyses of individual behavior on each side in subsequent chapters.

The Labor Market: Definitions, Facts, and Trends

Every market has buyers and sellers, and the labor market is no exception: the buyers are employers, and the sellers are workers. Some of these participants may not be active at any given moment in the sense of seeking new employees or new jobs, but on any given day, thousands of firms and workers will be “in the market” trying to transact. If, as in the case of doctors or mechanical engineers, buyers and sellers are searching throughout the entire nation for each other, we would describe the market as a national labor market. If buyers and sellers search only locally, as in the case of data entry clerks or automobile mechanics, the labor market is a local one.

When we speak of a particular “labor market”—for taxi drivers, say—we are using the term loosely to refer to the companies trying to hire people to drive their cabs and the people seeking employment as cabdrivers. The efforts of these buyers and sellers of labor to transact and establish an employment relationship constitute the market for cabdrivers. However, neither the employers nor the drivers are confined to this market; both could simultaneously be in other markets as well. An entrepreneur with $100,000 to invest might be thinking of operating either a taxi company or a car wash, depending on the projected revenues and costs of each. A person seeking a cab-driving job might also be trying to find work as an actor. Thus, all the various labor markets that we can define on the basis of industry, occupation, geography, transaction rules, or job character are interrelated to some degree. We speak of these narrowly defined labor markets for the sake of convenience.

Some labor markets, particularly those in which the sellers of labor are represented by a union, operate under a very formal set of rules that partly govern buyer–seller transactions. In the unionized construction trades, for example,
employers must hire at the union hiring hall from a list of eligible union members. In other unionized markets, the employer has discretion over who gets hired but is constrained by a union–management agreement in such matters as the order in which employees may be laid off, procedures regarding employee complaints, and promotions. The markets for government jobs and jobs with large nonunion employers also tend to operate under rules that constrain the authority of management and ensure fair treatment of employees. When a formal set of rules and procedures guides and constrains the employment relationship within a firm, an internal labor market is said to exist.¹

The Labor Force and Unemployment

Figure 2.1 highlights some basic definitions concerning labor market status. The term labor force refers to all those over 16 years of age who are employed, actively seeking work, or expecting recall from a layoff. Those in the labor force who are not employed for pay are the unemployed.² People who are not employed and are

---

1 An analysis of internal labor markets can be found in Michael L. Wachter and Randall Wright, “The Economics of Internal Labor Markets,” University of Pennsylvania Law Review 29 (Spring 1990): 240–262.

2 The official definition of unemployment for purposes of government statistics includes those who have been laid off by their employers, those who have been fired or have quit and are looking for other work, and those who are just entering or reentering the labor force but have not found a job as yet. The extent of unemployment is estimated from a monthly survey of some 50,000 households called the Current Population Survey (CPS). Interviewers ascertain whether household members are employed, whether they meet one of the aforementioned conditions (in which case they are considered “unemployed”), or whether they are out of the labor force.
nor looking for work nor waiting to be recalled from layoff by their employers
are not counted as part of the labor force. The total labor force thus consists of the
employed and the unemployed.

The number and identities of people in each labor market category are
always changing, and as we shall see in chapter 14, the flows of people from one
category to another are sizable. As Figure 2.1 suggests, there are four major flows
between labor market states:

1. Employed workers become unemployed by quitting voluntarily or being
   laid off (being involuntarily separated from the firm, either temporarily
   or permanently).
2. Unemployed workers obtain employment by being newly hired or being
   recalled to a job from which they were temporarily laid off.
3. Those in the labor force, whether employed or unemployed, can leave
   the labor force by retiring or otherwise deciding against taking or seek-
   ing work for pay (dropping out).
4. Those who have never worked or looked for a job expand the labor force
   by entering it, while those who have dropped out do so by reentering the
   labor force.

In April 2010, there were almost 155 million people in the labor force, repre-
senting about 66 percent of the entire population over 16 years of age. An overall
labor force participation rate (labor force divided by population) of 65 percent is
higher than the rates of about 60 percent that prevailed prior to the 1980s but—as
is shown in Table 2.1—a bit lower than the rate in 2000. Underlying changes over
time in the overall labor force participation rate are a continued decline in the par-
ticipation rate for men and a dramatic rise in the participation rate for women

<table>
<thead>
<tr>
<th>Year</th>
<th>Total (%)</th>
<th>Men (%)</th>
<th>Women (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1950</td>
<td>59.9</td>
<td>86.8</td>
<td>33.9</td>
</tr>
<tr>
<td>1960</td>
<td>60.2</td>
<td>84.0</td>
<td>37.8</td>
</tr>
<tr>
<td>1970</td>
<td>61.3</td>
<td>80.6</td>
<td>43.4</td>
</tr>
<tr>
<td>1980</td>
<td>64.2</td>
<td>77.9</td>
<td>51.6</td>
</tr>
<tr>
<td>1990</td>
<td>66.5</td>
<td>76.4</td>
<td>57.5</td>
</tr>
<tr>
<td>2000</td>
<td>67.2</td>
<td>74.7</td>
<td>60.2</td>
</tr>
<tr>
<td>2010 (April)</td>
<td>65.2</td>
<td>71.8</td>
<td>59.0</td>
</tr>
</tbody>
</table>

Data and news releases are available online at http://www.bls.gov.
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prior to 2000, with a modest decline since then. These trends and their causes will be discussed in detail in chapters 6 and 7.

The ratio of those unemployed to those in the labor force is the *unemployment rate*. While this rate is crude and has several imperfections, it is the most widely cited measure of labor market conditions. When the unemployment rate is around 5 percent in the United States, the labor market is considered *tight*, indicating that jobs in general are plentiful and hard for employers to fill and that most of those who are unemployed will find other work quickly. When the unemployment rate is higher—say, 7 percent or above—the labor market is described as *loose*, in the sense that workers are abundant and jobs are relatively easy for employers to fill. To say that the labor market as a whole is loose, however, does not imply that no shortages can be found anywhere; to say it is tight can still mean that in some occupations or places the number of those seeking work exceeds the number of jobs available at the prevailing wage.

Figure 2.2 shows the overall unemployment in the six decades since the end of World War II (data displayed graphically in Figure 2.2 are contained in a table inside the front cover). The data indicate that through the 1960s, the unemployment rate was usually in the range of 3.5 percent to 5.5 percent, twice going up to around 6.8 percent. In the 1970s, 1980s, and early 1990s, the unemployment rate almost never went below 5.5 percent and went to over 9.5 percent in the early 1980s. The rate was below 5 percent in seven of the eleven years from 1997 through

---

**Figure 2.2**

Unemployment Rates for the Civilian Labor Force, 1946–2009 (detailed data in table inside front cover)
2007, before rising to over 9 percent during the latest recession. We will discuss various issues related to unemployment and its measurement in chapter 14.

**Industries and Occupations: Adapting to Change**

As we pointed out earlier, the labor market is the mechanism through which workers and jobs are matched. Over the last half-century, the number of some kinds of jobs has expanded and the number of others has contracted. Both workers and employers have had to adapt to these changes in response to signals provided by the labor market. The labor-market changes occurring in a dynamic economy are sizable; for example, during mid-2007 (before the start of the latest recession), one in every 15 jobs in the United States ended, and about the same fraction was newly created—-in just a typical *three-month* period!\(^3\)

An examination of the industrial distribution of employment from 1954 to 2010 reveals the kinds of changes the labor market has had to facilitate. Figure 2.3, 

---

which graphs data presented in a table inside the front cover, discloses a major shift: employment in goods-producing industries (largely manufacturing) has fallen as a share of total nonfarm employment, while private-sector services have experienced dramatic growth. Thus, while a smaller share of the American labor force is working in factories, job opportunities with private employers have expanded in wholesale and retail trade, education and health care, professional and business services, leisure and hospitality activities, finance, and information services. Government employment as a share of the total has fluctuated in a relatively narrow range over the period.

The combination of shifts in the industrial distribution of jobs and changes in the production technology within each sector has also required that workers acquire new skills and work in new jobs. Since 1983, for example, the share of American workers in managerial and professional jobs rose from 23 percent to 37 percent, the share in lower-level service jobs rose from 14 percent to almost 18 percent, while the share in administrative-support, sales, and factory jobs fell from 63 percent to 46 percent.4

The Earnings of Labor

The actions of buyers and sellers in the labor market serve both to allocate and to set prices for various kinds of labor. From a social perspective, these prices act as signals or incentives in the allocation process—a process that relies primarily on individual and voluntary decisions. From the workers’ point of view, the price of labor is important in determining income—and, hence, purchasing power.

Nominal and Real Wages

The wage rate is the price of labor per working hour.5 The nominal wage is what workers get paid per hour in current dollars; nominal wages are most useful in comparing the pay of various workers at a given time. Real wages, nominal wages divided by some measure of prices, suggest how much can be purchased with workers’ nominal wages. For example, if a worker earns $64 a day and a pair of shoes cost $32, we could say the worker earns the equivalent of two pairs of shoes a day (real wage = $64/$32 = 2).


5In this book, we define the hourly wage in the way most workers would if asked to state their “straight-time” wage. It is the money a worker would lose per hour if he or she had an unauthorized absence. When wages are defined in this way, a paid holiday becomes an “employee benefit,” as we note in the following, because leisure time is granted while pay continues. Thus, a worker paid $100 for 25 hours—20 of which are working hours and 5 of which are time off—will be said to earn a wage of $4 per hour and receive time off worth $20. An alternative is to define the wage in terms of actual hours worked—or as $5 per hour in the above example. We prefer our definition, because if the worker seizes an opportunity to work one less hour in a particular week, his or her earnings would fall by $4, not $5 (as long as the reduction in hours does not affect the hours of paid holiday or vacation time for which the worker is eligible).
Calculations of real wages are especially useful in comparing the purchasing power of workers’ earnings over a period of time when both nominal wages and product prices are changing. For example, suppose we were interested in trying to determine what happened to the real wages of American nonsupervisory workers over the period from 1980 to 2009. We can note from Table 2.2 that the average hourly earnings of these workers in the private sector were $6.85 in 1980, $10.20 in 1990, and $18.60 in 2009; thus, nominal wage rates were clearly rising over this period. However, the prices such workers had to pay for the items they bought were also rising over this period, so a method of accounting for price inflation must be used in calculating real wages.

The most widely used measure for comparing the prices consumers face over several years is the Consumer Price Index (CPI). Generally speaking, this index is derived by determining what a fixed bundle of consumer goods and services (including food, housing, clothing, transportation, medical care, and entertainment) costs each year. The cost of this bundle in the base period is then set to equal 100, and the index numbers for all other years are set proportionately to this base period. For example, if the bundle’s average cost over the 1982–1984 period is considered the base (the average value of the index over this period is set to 100), and if the bundle were to cost twice as much in 2009, then the index for 2009 would be set to 200. From the second line in Table 2.2, we can see that with a 1982–1984 base, the CPI was 82.4 in 1980 and 214.5 in 2009—implying that prices had more than doubled (214.5/82.4 = 2.60) over that period. Put differently, a dollar in 2009 appears to buy less than half as much as a 1980 dollar.

There are several alternative ways to calculate real wages from the information given in the first two rows of Table 2.2. The most straightforward way is to divide the nominal wage by the CPI for each year and multiply by 100. Doing this converts the nominal wage for each year into 1982–1984 dollars; thus, workers paid $6.85 in 1980 could have bought $8.31 worth of goods and services in 1982–1984. Alternatively, we could use the table’s information to put average

<table>
<thead>
<tr>
<th></th>
<th>1980</th>
<th>1990</th>
<th>2009</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average hourly earnings</td>
<td>$6.85</td>
<td>$10.20</td>
<td>$18.60</td>
</tr>
<tr>
<td>Consumer Price Index (CPI) using 1982–1984 as a base</td>
<td>82.4</td>
<td>130.7</td>
<td>214.5</td>
</tr>
<tr>
<td>Average hourly earnings, 1982–1984 dollars (using CPI)</td>
<td>$8.31</td>
<td>$7.80</td>
<td>$8.67</td>
</tr>
<tr>
<td>Average hourly earnings, 2009 dollars (using CPI)</td>
<td>$17.83</td>
<td>$16.74</td>
<td>$18.60</td>
</tr>
<tr>
<td>Average hourly earnings, 2009 dollars (using CPI inflation less 1 percent per year)</td>
<td>$13.44</td>
<td>$13.79</td>
<td>$18.60</td>
</tr>
</tbody>
</table>

hourly earnings into 2009 dollars by multiplying each year’s nominal wage rate by the price increase between that year and 2009. Because prices rose 2.6 times between 1980 and 2009, $6.85 in 1980 was equivalent to $17.83 in 2009.

**The CPI** Our calculations in Table 2.2 suggest that real wages for American non-supervisory workers were only slightly higher in 2009 than they were in 1980 (and actually fell during the 1980s). A lively debate exists, however, about whether real-wage calculations based on the CPI are accurate indicators of changes in the purchasing power of an hour of work for the ordinary American. The issues are technical and beyond the scope of this text, but they center on two problems associated with using a fixed bundle of goods and services to compare prices from year to year.

One problem is that consumers change the bundle of goods and services they actually buy over time, partly in response to changes in prices. If the price of beef rises, for example, consumers may eat more chicken; pricing a fixed bundle may thus understate the purchasing power of current dollars, because it assumes that consumers still purchase the former quantities of beef. For this reason, the bundles used for pricing purposes are updated periodically.

The more difficult issue has to do with the quality of goods and services. Suppose that hospital costs rise by 50 percent over a five-year period, but at the same time, new diagnostic equipment and surgical techniques are perfected. Some of the increased price of hospitalization, then, reflects the availability of new services—or quality improvements in previously provided ones—rather than reductions in the purchasing power of a dollar. The problem is that we have not yet found a satisfactory method for feasibly separating the effects of changes in quality.

After considering these problems, some economists believe that the CPI has overstated inflation by as much as one percentage point per year. While not everyone agrees that inflation is overstated by this much, it is instructive to recalculate real-wage changes by supposing that it is. Inflation, as measured by the CPI, averaged 2.6 percent per year from 1990 to 2009, and in Table 2.2, we therefore estimated that it would take $16.74 in 2009 to buy what $10.20 could purchase 19 years earlier. Comparing $16.74 with what was actually paid in 2009—$18.60—we would conclude that real wages had risen by 11 percent from 1990 to 2009. If the true decline in purchasing power were instead only 1.6 percent per year during that period, then it would have taken a wage of only $13.79 in 2009 to match the purchasing power of $10.20 in 1990. Because workers were actually paid $18.60 in 2009, assuming that true inflation was one percentage point below that indicated by the CPI, this results in the conclusion that real wages rose by 35 percent (not just 11 percent) over that period! When we make a similar adjustment in

---

6For a review of studies on this topic, see David E. Lebow and Jeremy B. Rudd, “Measurement Error in the Consumer Price Index: Where Do We Stand?” *Journal of Economic Literature* 41 (March 2003): 159–201. These authors place the upward bias in the CPI at between 0.3 percentage points and 1.4 percentage points per year, with the most likely bias being 0.9 percentage points.
the calculation of real wages for 1980, we estimate that—instead of falling during the 1980s—real wages rose 2.6 percent from 1980 to 1990. Thus, estimated changes in real wage rates are very sensitive to the magnitude of adjustments in the CPI that many economists think should be made.

**Wages, Earnings, Compensation, and Income** We often apply the term *wages* to payments received by workers who are paid on a salaried basis (monthly, for example) rather than on an hourly basis. The term is used this way merely for convenience and is of no consequence for most purposes. It is important, however, to distinguish among wages, earnings, and income, as we do schematically in Figure 2.4. The term *wages* refers to the payment for a *unit* of time, whereas *earnings* refers to wages multiplied by the number of time units (typically hours) worked. Thus, earnings depend on both wages and the length of time the employee works.

Both wages and earnings are normally defined and measured in terms of direct monetary payments to employees (before taxes for which the employee is liable). *Total compensation*, on the other hand, consists of earnings plus *employee benefits*—benefits that are either payments in kind or deferred. Examples of *payments in kind* are employer-provided health care and health insurance, where the employee receives a service or an insurance policy rather than money. Paid vacation time is also in this category, since employees are given days off instead of cash.
Deferred payments can take the form of employer-financed retirement benefits, including Social Security taxes, for which employers set aside money now that enables their employees to receive pensions later.

Income—the total command over resources of a person or family during some time period (usually a year)—includes earnings, benefits, and unearned income, which includes dividends or interest received on investments and transfer payments received from the government in the form of food stamps, welfare payments, unemployment compensation, and the like.

How the Labor Market Works

As shown diagrammatically in Figure 2.5, the labor market is one of three markets in which firms must successfully operate if they are to survive; the other two are the capital market and the product market. The labor and capital markets are the major ones in which firms’ inputs are purchased, and the product market is the one in which output is sold. In reality, of course, a firm may deal in many different labor, capital, or product markets simultaneously.

Study of the labor market begins and ends with an analysis of the demand for and supply of labor. On the demand side of the labor market are employers, whose decisions about the hiring of labor are influenced by conditions in all three markets. On the supply side of the labor market are workers and potential...
workers, whose decisions about where (and whether) to work must take into account their other options for how to spend time.

It is useful to remember that the major labor market outcomes are related to (a) the terms of employment (wages, compensation levels, working conditions) and (b) the levels of employment. In analyzing both these outcomes, one must usually differentiate among the various occupational, skill, or demographic groups that make up the overall labor market. Any labor market outcome is always affected, to one degree or another, by the forces of both demand and supply. To paraphrase economist Alfred Marshall, it takes both demand and supply to determine economic outcomes, just as it takes both blades of a scissors to cut cloth.

In this chapter, we present the basic outlines and broadest implications of the simplest economic model of the labor market. In later chapters, we shall add some complexities to this basic model and explain assumptions and implications more fully. However, the simple model of demand and supply presented here offers some insights into labor market behavior that can be very useful in the formulation of social policy. Every piece of analysis in this text is an extension or modification of the basic model presented in this chapter.

**The Demand for Labor**

Firms combine various factors of production—mainly capital and labor—to produce goods or services that are sold in a product market. Their total output and the way in which they combine labor and capital depend on three forces: product demand, the amount of labor and capital they can acquire at given prices, and the choice of technologies available to them. When we study the demand for labor, we are interested in finding out how the number of workers employed by a firm or set of firms is affected by changes in one or more of these three forces. To simplify the discussion, we shall study one change at a time while holding other forces constant.

**Wage Changes** How does the number of employees (or total labor hours) demanded vary when wages change? Suppose, for example, that we could vary the wages facing a certain industry over a long period of time but keep the technology available, the conditions under which capital is supplied, and the relationship between product price and product demand remain unchanged. What would happen to the quantity of labor demanded if the wage rate were increased?

First, higher wages imply higher costs and, usually, higher product prices. Because consumers respond to higher prices by buying less, employers would tend to reduce their levels of output and employment (other things being equal). This decline in employment is called a *scale effect*—the effect on desired employment of a smaller scale of production.

Second, as wages increase (assuming the price of capital does not change, at least initially), employers have incentives to cut costs by adopting a technology that relies more on capital and less on labor. Desired employment would fall because of a shift toward a more *capital-intensive* mode of production. This second
Table 2.3
Labor Demand Schedule for a Hypothetical Industry

<table>
<thead>
<tr>
<th>Wage Rate ($)</th>
<th>Desired Employment Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.00</td>
<td>250</td>
</tr>
<tr>
<td>4.00</td>
<td>190</td>
</tr>
<tr>
<td>5.00</td>
<td>160</td>
</tr>
<tr>
<td>6.00</td>
<td>130</td>
</tr>
<tr>
<td>7.00</td>
<td>100</td>
</tr>
<tr>
<td>8.00</td>
<td>70</td>
</tr>
</tbody>
</table>

Note: Employment levels can be measured in number of employees or number of labor hours demanded. We have chosen here to use number of employees.

effect is termed a substitution effect, because as wages rise, capital is substituted for labor in the production process.

The effects of various wages on employment levels might be summarized in a table showing the labor demanded at each wage level. Table 2.3 illustrates such a demand schedule. The relationship between wages and employment tabulated in Table 2.3 could be graphed as a demand curve. Figure 2.6 shows the demand curve generated by the data in Table 2.3. Note that the curve has a negative slope, indicating that as wages rise, less labor is demanded. (Note also that we follow convention in economics by placing the wage rate on the vertical axis despite its being an independent variable in the context of labor demand by a firm.) A demand curve for labor tells us how the desired level of employment, measured in either labor hours or number of employees, varies with changes in the price of labor when the other forces affecting demand are held constant.

Changes in Other Forces Affecting Demand  What happens to labor demand when one of the forces other than the wage rate changes?
First, suppose that *demand for the product* of a particular industry were to increase, so that at any output price, more of the goods or services in question could be sold. Suppose in this case that technology and the conditions under which capital and labor are made available to the industry do not change. Output levels would clearly rise as firms in the industry sought to maximize profits, and this *scale* (or *output*) *effect* would increase the demand for labor at any given wage rate. (As long as the relative prices of capital and labor remain unchanged, there is no *substitution effect*.)

How would this change in the demand for labor be illustrated using a demand curve? Since the technology available and the conditions under which capital and labor are supplied have remained constant, this change in product demand would increase the labor desired at any wage level that might prevail. In other words, the entire labor demand curve *shifts* to the right. This rightward shift, shown as a movement from $D$ to $D'$ in Figure 2.7, indicates that at every possible wage rate, the number of workers demanded has increased.

Second, consider what would happen if the product demand schedule, technology, and labor supply conditions were to remain unchanged, but the supply of *capital* changed so that capital prices fell to 50 percent of their prior level. How would this change affect the demand for labor?

Our method of analyzing the effects on labor demand of a change in the price of *another* productive input is familiar: we must consider the scale and substitution effects. First, when capital prices decline, the costs of producing tend to decline. Reduced costs stimulate increases in production, and these increases tend to raise the level of desired employment at any given wage. The scale effect of a fall in capital prices thus tends to increase the demand for labor at each wage level.

The second effect of a fall in capital prices would be a substitution effect, whereby firms adopt more capital-intensive technologies in response to cheaper capital. Such firms would substitute capital for labor and would use less labor to produce a given amount of output than before. With less labor being desired at each wage rate and output level, the labor demand curve tends to shift to the left.
A fall in capital prices, then, generates two opposite effects on the demand for labor. The scale effect will push the labor demand curve rightward, while the substitution effect will push it to the left. As emphasized by Figure 2.8, either effect could dominate. Thus, economic theory does not yield a clear-cut prediction about how a fall in capital prices will affect the demand for labor. (A rise in capital prices would generate the same overall ambiguity of effect on the demand for labor, with the scale effect pushing the labor demand curve leftward and the substitution effect pushing it to the right.)

The hypothesized changes in product demand and capital supply just discussed have tended to shift the demand curve for labor. It is important to distinguish between a shift in a demand curve and movement along a curve. A labor demand curve graphically shows the labor desired as a function of the wage rate. When the wage changes and other forces are held unchanged, one moves along the curve. However, when one of the other forces changes, the labor demand curve shifts. Unlike wages, these forces are not directly shown when the demand curve for labor is drawn. Thus, when they change, a different relationship between wages and desired employment prevails, and this shows up as a shift of the demand curve.

**Market, Industry, and Firm Demand** The demand for labor can be analyzed on three levels:

1. To analyze the demand for labor by a particular firm, we would examine how an increase in the wage of machinists, say, would affect their employment by a particular aircraft manufacturer.
2. To analyze the effects of this wage increase on the employment of machinists in the entire aircraft industry, we would utilize an industry demand curve.
3. Finally, to see how the wage increase would affect the entire labor market for machinists in all industries in which they are used, we would use a market demand curve.
We shall see in chapters 3 and 4 that firm, industry, and market labor demand curves vary in shape to some extent because scale and substitution effects have different strengths at each level. However, it is important to remember that the scale and substitution effects of a wage change work in the same direction at each level, so that firm, industry, and market demand curves all slope downward.

**Long Run versus Short Run** We can also distinguish between long-run and short-run labor demand curves. Over very short periods of time, employers find it difficult to substitute capital for labor (or vice versa), and customers may not change their product demand very much in response to a price increase. It takes time to fully adjust consumption and production behavior. Over longer periods of time, of course, responses to changes in wages or other forces affecting the demand for labor are larger and more complete.

**The Supply of Labor**

Having looked at a simple model of behavior on the buyer (or demand) side of the labor market, we now turn to the seller (or supply) side of the market. For the purposes of this chapter, we shall assume that workers have already decided to work and that the question facing them is what occupation and what employer to choose.

**Market Supply** To first consider the supply of labor to the entire market (as opposed to the supply to a particular firm), suppose that the market we are considering is the one for legal assistants (or “paralegals”). How will supply respond to changes in the wages paralegals might receive?

If the salaries and wages in other occupations are held constant and the wages of paralegals rise, we would expect to find more people wanting to become paralegals. For example, suppose that each of 100 people in a high school graduating class has the option of becoming an insurance agent or a paralegal. Some of these 100 people will prefer to be insurance agents even if paralegals are better paid, because they like the challenge and sociability of selling. Some would want to be paralegals even if the pay were comparatively poor, because they hate the pressures of selling. Many, however, could see themselves doing either job; for them, the compensation in each occupation would be a major factor in their decision.

Thus, the supply of labor to a particular market is positively related to the wage rate prevailing in that market, holding other wages constant. That is, if the wages of insurance agents are held constant and the paralegal wage rises, more people will want to become paralegals because of the relative improvement in compensation (as shown graphically in Figure 2.9).

As with demand curves, each supply curve is drawn holding other prices and wages constant. If one or more of these other prices or wages were to change, it would cause the supply curve to shift. As the salaries of insurance agents rise, some people will change their minds about becoming paralegals and choose to become
insurance agents. In graphical terms (see Figure 2.10), increases in the salaries of insurance agents would cause the supply curve of paralegals to shift to the left.

**Supply to Firms** Having decided to become a paralegal, an individual would then have to decide which offer of employment to accept. If all employers were offering paralegal jobs that were more or less alike, the choice would be based entirely on compensation. Any firm unwise enough to attempt paying a wage below what others are paying would find it could not attract any employees (or at least none of the caliber it wanted). Conversely, no firm would be foolish enough to pay more than the going wage, because it would be paying more than it would have to pay to attract a suitable number and quality of employees. Supply curves to a firm, then, are horizontal, as shown in Figure 2.11, indicating that at the going wage, a firm could get all the paralegals it needs. If the paralegal wage paid by others in the market is $W_0$, then the firm’s labor supply curve is $S_0$; if the wage falls to $W_1$, the firm’s labor supply curve becomes $S_1$.

The difference in slope between the market supply curve and the supply curve to a firm is directly related to the type of choice facing workers. In deciding whether to enter the paralegal labor market, workers must weigh both the compensation and the job requirements of alternative options (such as being an
insurance agent). If wages for paralegals were to fall, not everyone would withdraw from that market, because the jobs of insurance agent and paralegal are not perfect substitutes. Some people would remain paralegals after a wage decline because they dislike the job requirements of insurance agents.

Once the decision to become a paralegal had been made, however, the choice of which employer to work for would be a choice among alternatives in which the job requirements were nearly the same. Thus, the choice would have to be made on the basis of compensation alone. If a firm were to lower its wage offers below those of other firms, it would lose all its applicants. The horizontal supply curve is, therefore, a reflection of supply decisions made among alternatives that are perfect substitutes for each other.

We have argued that firms wishing to hire paralegals must pay the going wage or lose all applicants. While this may seem unrealistic, it is not a bad proposition with which to start our analysis. If a firm offers jobs comparable to those offered by other firms but at a lower level of pay, it might be able to attract a few applicants of the quality it desires because a few people will be unaware of compensation elsewhere. Over time, however, knowledge of the firm’s poor pay would become more widespread, and the firm would have to rely solely on less-qualified people to fill its jobs. It could secure quality employees at below-average pay only if it offered noncomparable jobs (more pleasant working conditions, longer paid vacations, and so forth). This factor in labor supply will be discussed in chapter 8. For now, we will assume that individual firms, like individual workers, are wage takers; that is, the wages they pay to their workers must be pretty close to the going wage if they face competition in the labor market. Neither individual workers nor firms can set a wage much different from the going wage and still hope to transact. (Exceptions to this elementary proposition will be analyzed in chapter 5.)

The Determination of the Wage

The wage that prevails in a particular labor market is heavily influenced by labor supply and demand, regardless of whether the market involves a labor union or other nonmarket forces. In this section, we analyze how the interplay of supply and demand in the labor market affects wages.
The Market-Clearing Wage  Recall that the market demand curve indicates how many workers employers would want at each wage rate, holding capital prices and the product demand schedule constant. The market supply curve indicates how many workers would enter the market at each wage level, holding the wages in other occupations constant. These curves can be placed on the same graph to reveal some interesting information, as shown in Figure 2.12.

For example, suppose the market wage were set at $W_1$. At this low wage, Figure 2.12 indicates that demand exceeds supply. Employers will be competing for the few workers in the market, and a shortage of workers would exist. The desire of firms to attract more employees would lead them to increase their wage offers, thus driving up the overall level of wage offers in the market. As wages rose, two things would happen. First, more workers would choose to enter the market and look for jobs (a movement along the supply curve); second, increasing wages would induce employers to seek fewer workers (a movement along the demand curve).

If wages were to rise to $W_2$, supply would exceed demand. Employers would desire fewer workers than the number available, and not all those desiring employment would be able to find jobs, resulting in a surplus of workers. Employers would have long lines of eager applicants for any opening and would find that they could fill their openings with qualified applicants even if they offered lower wages. Furthermore, if they could pay lower wages, they would want to hire more employees. Some employees would be more than happy to accept lower wages if they could just find a job. Others would leave the market and look for work elsewhere as wages fell. Thus, supply and demand would become more equal as wages fell from the level of $W_2$.

The wage rate at which demand equals supply is the market-clearing wage. At $W_e$ in Figure 2.12, employers can fill the number of openings they have, and all employees who want jobs in this market can find them. At $W_e$ there is no surplus and no shortage. All parties are satisfied, and no forces exist that would alter the wage. The market is in equilibrium in the sense that the wage will remain at $W_e$. 

![Figure 2.12](image-url)
The market-clearing wage, $W_c$, thus becomes the going wage that individual employers and employees must face. In other words, wage rates are determined by the market and “announced” to individual market participants. Figure 2.13 graphically depicts market supply and demand in panel (a), along with the supply and demand curves for a typical firm (firm A) in that market in panel (b). All firms in the market pay a wage of $W_c$, and total employment of $L$ equals the sum of employment in each firm.

**Disturbing the Equilibrium** What could happen to change the market-clearing wage once it has been reached? Changes could arise from shifts in either the demand or the supply curve. Suppose, for example, that the increase in paperwork accompanying greater government regulation of industry caused firms to demand more paralegal help (at any given wage rate) than before. Graphically, as in Figure 2.14, this greater demand would be represented as a rightward shift of
the labor demand curve. If \( W_e \) were to persist, there would be a labor shortage in the paralegal market (because demand would exceed supply). This shortage would induce employers to improve their wage offers. Eventually, the paralegal wage would be driven up to \( W_e^* \). Notice that in this case, the equilibrium level of employment will also rise.

The market wage can also increase if the labor supply curve shifts to the left. As shown in Figure 2.15, such a shift creates a labor shortage at the old equilibrium wage of \( W_e \), and as employers scramble to fill their job openings, the market wage is bid up to \( W_e' \). In the case of a leftward-shifting labor supply curve, however, the increased market wage is accompanied by a decrease in the equilibrium level of employment. (See Example 2.1 for an analysis of the labor market effects of the leftward shift in labor supply accompanying the Black Death in 1348–1351.)

If a leftward shift in labor supply is accompanied by a rightward shift in labor demand, the market wage can rise dramatically. Such a condition occurred in Egypt during the early 1970s. Lured by wages over six times higher in Saudi Arabia and other oil-rich Arab countries, roughly half of Egypt’s construction workers left the country just as a residential building boom in Egypt got under way. The combination of a leftward-shifting labor supply curve and a rightward-shifting labor demand curve drove the real wages of Egyptian construction workers up by over 100 percent in just five years!\(^7\) (This notable wage increase was accompanied by a net employment increase in Egypt’s construction industry. The student will be asked in the first review question on page 55 to analyze these events graphically.)

A fall in the market-clearing wage rate would occur if there were increased supply or reduced demand. An increase in supply would be represented by a rightward shift of the supply curve, as more people entered the market at each

---

The Black Death and the Wages of Labor

An example of what happens to wages when the supply of labor suddenly shifts occurred when plague—the Black Death—struck England (among other European countries) in 1348–1351. Estimates vary, but it is generally agreed that plague killed between 17 percent and 40 percent of the English population in that short period of time. This shocking loss of life had the immediate effect of raising the wages of laborers. As the supply curve shifted to the left, a shortage of workers was created at the old wage levels, and competition among employers for the surviving workers drove the wage level dramatically upward.

Reliable figures are hard to come by, but many believe wages rose by 50–100 percent over the four-year period. A thresher, for example, earning 2¼ pence per day in 1348 earned 4½ pence in 1350, and mowers receiving 5 pence per acre in 1348 were receiving 9 pence in 1350. Whether the overall rise in wages was this large or not, there was clearly a labor shortage and an unprecedented increase in wages. A royal proclamation commanding landlords to share their scarce workers with neighbors and threatening workers with imprisonment if they refused work at the pre-plague wage was issued to deal with this shortage, but it was ignored. The shortage was too severe and market forces were simply too strong for the rise in wages to be thwarted.

The discerning student might wonder at this point about the demand curve for labor. Did it not also shift to the left as the population—and the number of consumers—declined? It did, but this leftward shift was not as pronounced as the leftward shift in supply. While there were fewer customers for labor’s output, the customers who remained consumed greater amounts of goods and services per capita than before. The money, gold and silver, and durable goods that had existed prior to 1348 were divided among many fewer people by 1350, and this rise in per capita wealth was associated with a widespread and dramatic increase in the level of consumption, especially of luxury goods. Thus, the leftward shift in labor demand was dominated by the leftward shift in supply, and the predictable result was a large increase in wages.


Disequilibrium and Nonmarket Influences

That a market-clearing wage exists in theory does not imply that it is reached—or reached quickly—in practice. Because labor services cannot be separated from the worker, and because labor income is by far the most important source of spending power for ordinary people, the labor market is subject to forces that impede the adjustment of both wages and employment to changes in supply or demand. Some of these barriers to adjustment are themselves the result of economic forces that will be discussed later in the text. For example, changing jobs often requires an employee to invest in new skills (see...
Applications of the Theory

Although this simple model of how a labor market functions will be refined and elaborated upon in the following chapters, it can explain many important phenomena, including the issues of when workers are overpaid or underpaid and what explains international differences in unemployment.
Who Is Underpaid and Who Is Overpaid?

We pointed out in chapter 1 that a fundamental value of normative economics is that, as a society, we should strive to complete all those transactions that are mutually beneficial. Another way of stating this value is to say that we must strive to use our scarce resources as effectively as possible, which implies that output should be produced in the least-costly manner so that the most can be obtained from such resources. This goal, combined with the labor market model outlined in this chapter, suggests how we can define what it means to be overpaid.

Above-Market Wages  We shall define workers as overpaid if their wages are higher than the market-clearing wage for their job. Because a labor surplus exists for jobs that are overpaid, a wage above market has two implications (see Figure 2.17). First, employers are paying more than necessary to produce their output (they pay $W_H$ instead of $W_e$); they could cut wages and still find enough qualified workers for their job openings. In fact, if they did cut wages, they could expand output and make their product cheaper and more accessible to consumers. Second, more workers want jobs than can find them ($Y$ workers want jobs, but only $V$ openings are available). If wages were reduced a little, more of these disappointed workers could find work. A wage above market thus causes consumer prices to be higher and output to be smaller than is possible, and it creates a situation in which not all workers who want the jobs in question can get them.

An interesting example of above-market wages was seen in Houston’s labor market in 1988. Bus cleaners working for the Houston Metropolitan Transit Authority received $10.08 per hour, or 70 percent more than the $5.94 received by cleaners working for private bus companies in Houston. One
(predictable) result of this overpayment is that the quit rate among Houston’s Transit Authority cleaners was only one-seventh as great as the average for cleaners nationwide.\(^8\)

To better understand the social losses attendant on overpayment, let us return to the principles of normative economics. Can reducing overpayment create a situation in which the gainers gain more than the losers lose? Suppose in the case of Houston’s Transit Authority cleaners that only the wage of newly hired cleaners was reduced—to $6.40, say. Current cleaners thus would not lose, but many others who were working elsewhere at $5.94 would jump at the chance to earn a higher wage. Taxpayers, realizing that transit services could now be expanded at lower cost than before, would increase their demand for such services, thus creating jobs for these additional workers. Some workers would gain, while no one lost—and social well-being would clearly be enhanced.\(^9\) The wage reduction, in short, would be Pareto-improving (see chapter 1).

**Below-Market Wages** Employees can be defined as underpaid if their wage is below market-clearing levels. At below-market wages, employers have difficulty finding workers to meet the demands of consumers, and a labor shortage thus exists. They also have trouble keeping the workers they do find. If wages were increased, output would rise and more workers would be attracted to the market. Thus, an increase would benefit the people in society in both their consumer and their worker roles. Figure 2.18 shows how a wage increase from \(W_L\) to \(W_e\) would increase employment from \(V\) to \(X\) (at the same time wages were rising).

---


9If the workers who switched jobs were getting paid approximately what they were worth to their former employers, these employers would lose $5.94 in output but save $5.94 in costs—and their welfare would thus not be affected. The presumption that employees are paid what they are worth to the employer is discussed at length in chapter 3.
Wages in the U.S. Army illustrate how the market adjusts to below-market wages. Prior to 1973, when the military draft was eliminated, the government could pursue a policy of paying below-market wages to military recruits, because the resultant gap between supply and demand could be filled by conscription. Not surprisingly, when comparing wages in the late 1970s with those in the last decade of the military draft, we find that the average military cash wages paid to enlisted personnel rose 19 percent more than those of comparable civilian workers. (See Example 2.2 for other labor market effects of relying on forced labor.)

**Economic Rents** The concepts of underpayment and overpayment have to do with the social issue of producing desired goods and services in the least-costly way; therefore, we compared wages paid with the market-clearing wage. At the level of individuals, however, it is often useful to compare the wage received in a job with one’s reservation wage, the wage below which the worker would refuse (or quit) the job in question. The amount by which one’s wage exceeds one’s reservation wage in a particular job is the amount of his or her economic rent.

---

**Example 2.2** Forced Labor in Colonial Mozambique

Two ways to address a labor shortage are to raise wages by enough to attract workers voluntarily into the job or to force workers (by drafting them) into the job. While forced labor may seem to be the cheaper alternative, the resentful workforce that accompanies compulsion carriers with it opportunity costs that outweigh the wage savings. An early example can be found in colonial Mozambique.

In the late nineteenth century, Mozambique—which was ruled by Portugal—was divided into several large estates for administrative purposes. The local estate holders owed the colonial administration rent and taxes, but they had the right to collect (and keep) a “head tax” of 800 reis per year from each African living within their boundaries. The low wages and harsh working conditions on sugar plantations created a labor shortage on many estates, and in 1880, many estate holders decided to collect the head tax by forcing Africans to work on their plantation (without pay) for two weeks per year.

The implied wage rate for these two weeks was 400 reis per week, which compares to wages of 500–750 reis per week in areas where plantation labor was recruited through voluntary means. Not surprisingly, estate holders who used forced labor had to contend with a very dissatisfied, resentful group of workers. Their workforce turned over every two weeks, motivation was a problem (causing them to resort to beatings), and they had to employ private police to track down runaways who were seeking to avoid the low implicit pay and harsh methods of motivation.

In 1894, the Mozambique Sugar Company abandoned the use of forced labor, which it found to have very high opportunity costs, and raised wages by enough that workers voluntarily returned to their estates. In essence, then, the estate holders in Mozambique came to the conclusion that it was more profitable to pay the wages they needed to attract a voluntary workforce than to make use of forced labor.

Consider the labor supply curve to, say, the military. As shown in Figure 2.19, if the military is to hire $L_1$ people, it must pay $W_1$ in wages. These relatively low wages will attract to the military those who most enjoy the military culture and are least averse to the risks of combat. If the military is to be somewhat larger and to employ $L_2$ people, then it must pay a wage of $W_2$. This higher wage is required to attract those who would have found a military career unattractive at the lower wage. if $W_2$ turns out to be the wage that equates supply and demand, and if the military pays that wage, everyone who would have joined up for less would be receiving an economic rent!

Put differently, the supply curve to an occupation or industry is a schedule of reservation wages that indicates the labor forthcoming at each wage level. The difference between the wage actually paid and workers’ reservation wages—the shaded area in Figure 2.19—is the amount of the rent. Since each worker potentially has a different reservation wage, rents may well differ for each worker in the market. In Figure 2.19, the greatest rents are received by those $L_0$ individuals who would have joined the military even if the wage were only $W_0$. They collect an economic rent of $W_2 - W_0$.

Why don’t employers reduce the wage of each employee down to his or her reservation level? While capturing employee rents would seem to be lucrative, since by definition it could be done without the workers’ quitting, attempting to do so would create resentment, and such a policy would be extremely costly, if not impossible, to implement. Employers do not know the true reservation wages of each employee or applicant, and finding it would involve experiments in which the wage offers to each worker either started high and were cut or started low and were raised. This would be costly, and if workers realized the firm was experimenting, they would attempt to disguise their true reservation wages and adopt the strategic behavior associated with bargaining (bluffing, for example). Therefore, firms usually pay according to the job, one’s level of experience or
Economic theory predicts that the supply to a particular occupation is expected to increase when the pay for that occupation increases or when the pay in alternative occupations falls. In the late 1960s, the U.S. government was considering a policy change that eventually resulted in the elimination of the military draft, and it needed to estimate how much military pay would have to rise—relative to civilian pay—to attract the needed number of officers and enlisted personnel without the presence of a draft. Estimating the labor supply curve of, say, officers depends on whether we can obtain an appropriate data set.

Any study of how (independent) variable $X$ affects (dependent) variable $Y$ requires that the researcher have access to a data set in which both $X$ and $Y$ show considerable variation. Put differently, scientific research into cause and effect requires that we observe how different causes produce different effects! Researchers who are able to conduct laboratory experiments expose their subjects to different “treatments” and then look for differences in outcomes. Economists are rarely able to conduct experiments, so they must look for data sets in which $X$ and $Y$ naturally differ across the observations in a sample. If the ratio of military pay to civilian pay is our independent variable ($X$), and the number of people who decide to join the military as officers is our dependent variable ($Y$), how can we generate a sample in which both variables display enough variation to estimate a relationship?

One way is to use data over a period of 20–30 years (“time series” data), with each year’s relative wage and number of new officers representing one observation in the sample. The problem with a time series is that samples are necessarily small (there are not that many years for which we have good data). Behavior can also be affected by all kinds of changing conditions or preferences over time (for example, wars, new occupations both in and out of the military, changing attitudes of the labor force toward risk), so that with time series data, we also need to control for these time-related changes to be confident we have isolated the effects of pay on labor supply decisions.

Another way to study the effects of relative pay on labor supply is to use “cross-section” data, which involves collecting observations on pay and labor supply for different people at one point in time. This usually allows for a much larger data set, but it requires that those in the data set be operating in sufficiently different environments that $X$ and $Y$ will actually vary. Within any year, for example, military pay for entry-level officers is the same for everyone, so we can use cross-section data to study military supply decisions only if the civilian wages facing sample members
can be accurately measured and turn out to vary significantly.

One study done in the late 1960s analyzed enrollment data from 82 Reserve Officer Training Corps (ROTC) programs offered by universities in 1963. The supply variable ($Y$) in this study was measured as the percentage of men at each of the 82 universities enrolled in an Army, Navy, or Air Force ROTC program (the military was virtually all male at that time). Because military pay facing ROTC graduates at each of the 82 institutions was the same, differences in civilian pay opportunities for recent graduates represented the only pay variable that could be used. It turned out that the average earnings of recent male college graduates from each of the 82 universities were both available and varied enough across the universities to be useful; thus, the variable measuring pay ($X$) was the average earnings in 1963 of men who graduated from each of the universities in 1958.

Theory leads us to expect that the higher civilian pay was for the graduates of a university, the lower would be its ROTC enrollments. The results estimated that there was indeed a negative and statistically significant relationship between civilian pay and ROTC enrollments. The size of the estimated relationship suggested that where civilian pay was 10 percent higher, ROTC enrollments were 20 percent lower. This finding implies that if military pay were to have risen by 10 percent, holding civilian pay constant, ROTC enrollments would have risen by 20 percent. Clearly, ROTC enrollments were very responsive to civilian salaries!

---

*aOther independent variables were added to the estimating equation to account for the fact that the universities sampled offered different mixes of Army, Navy, and Air Force ROTC programs. Furthermore, because students in the South may have had a greater preference for military service at any pay level, the list of independent variables also included a variable indicating if the university was located in the South.


---

International Differences in Unemployment

We noted earlier that labor markets are often influenced by nonmarket forces that keep wages above market-clearing levels. Because these nonmarket forces generally take the form of laws, government programs, customs, or institutions (labor unions, for example), their strength typically varies across countries. Can we form some conclusions about the countries in which they are most pronounced?

Theory presented in this chapter suggests that if wages are above market-clearing levels, unemployment will result (the number of people seeking work...
will exceed the number of available jobs). Furthermore, if wages are held above market-clearing levels and the labor demand curve *shifts to the left*, unemployment will rise to even higher levels (you should be able to show this by drawing a graph with an unchanging supply curve, a fixed wage rate, and a leftward-shifting demand curve). Moreover, above-market wages deter the growth of new jobs, so wages “stuck” above market-clearing levels also can cause those who suffer a spell of unemployment to remain in that status for a long time. Thus, measures of the incidence and duration of unemployment—which, fortunately, are comparably defined and estimated in several advanced economies—can sometimes be used to infer the relative strength of nonmarket forces across countries. Consider, for example, what happened to unemployment rates in Europe and North America in the 1980s and 1990s.

One phenomenon characterizing the 1980s was an acceleration of technological change, associated primarily with computerization, in the advanced economies of the world. These changes led to a fall in the demand for less-skilled, less-educated, lower-paid workers. In Canada and the United States the decline in demand for low-skilled workers led to a fall in their real wages throughout the 1980s; despite that, the unemployment rate for less-educated workers rose over that decade—from 7.2 percent to 8.5 percent in the United States and from 6.3 percent to 9.3 percent in Canada. In the two European countries for which we have data on wages and unemployment by skill level, however, the real wages of low-paid workers rose over the decade, with the consequence that increases in unemployment for the less educated were much more pronounced. In France, real wages among the lowest-paid workers rose 1 percent per year, and their unemployment rate increased from 4.6 percent to 10.7 percent over the decade. In Germany, where the pay of low-wage workers rose an average of 5 percent per year, unemployment rates among these workers went from 4.4 percent to 13.5 percent.10

Evidence that nonmarket forces are probably stronger in most of Europe than in North America can be seen in Table 2.4, which compares unemployment rates across countries. While overall rates are not systematically different, the percentages unemployed for longer than one year are generally greater in Europe. Later, we will identify some of the nonmarket forces that might be responsible.11

10Earnings data for all four countries are for workers in the lowest decile (lowest 10 percent) of their country’s earnings distribution. These data are found in Organisation for Economic Co-operation and Development (OECD), *Employment Outlook: July 1993* (Paris: OECD, 1993), Table 5.3. Data on unemployment rates are from Federal Reserve Bank of Kansas City, *Reducing Unemployment: Current Issues and Policy Options* (Kansas City, Mo.: Federal Reserve Bank of Kansas City, 1994): 25.

Table 2.4

Unemployment and Long-Term Unemployment, Selected European and North American Countries, 2007

<table>
<thead>
<tr>
<th>Country</th>
<th>Unemployment Overall Rate</th>
<th>Percent of Unemployed Out of Work &gt; One Year</th>
<th>Unemployment Long-Term Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Belgium</td>
<td>7.5%</td>
<td>50.0%</td>
<td>3.8%</td>
</tr>
<tr>
<td>Canada</td>
<td>6.0</td>
<td>7.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Denmark</td>
<td>3.8</td>
<td>18.2</td>
<td>0.7</td>
</tr>
<tr>
<td>France</td>
<td>8.3</td>
<td>40.4</td>
<td>3.4</td>
</tr>
<tr>
<td>Germany</td>
<td>8.4</td>
<td>56.6</td>
<td>4.8</td>
</tr>
<tr>
<td>Ireland</td>
<td>4.6</td>
<td>30.3</td>
<td>1.4</td>
</tr>
<tr>
<td>Netherlands</td>
<td>3.2</td>
<td>41.7</td>
<td>1.3</td>
</tr>
<tr>
<td>Norway</td>
<td>2.5</td>
<td>8.5</td>
<td>0.2</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>5.3</td>
<td>24.5</td>
<td>1.3</td>
</tr>
<tr>
<td>United States</td>
<td>4.6</td>
<td>10.0</td>
<td>0.5</td>
</tr>
</tbody>
</table>


Review Questions

1. As discussed on page 45, in the early 1970s, Egypt experienced a dramatic outflow of construction workers seeking higher wages in Saudi Arabia at the same time that the demand for their services rose within Egypt. Graphically represent these two shifts of supply and demand, and then use the graph to predict the direction of change in wages and employment within Egypt’s construction sector during that period.

2. Analyze the impact of the following changes on wages and employment in a given occupation:
   a. A decrease in the danger of the occupation.
   b. An increase in product demand.
   c. Increased wages in alternative occupations.

3. What would happen to the wages and employment levels of engineers if government expenditures on research and development programs were to fall? Show the effect graphically.

4. Suppose a particular labor market were in market-clearing equilibrium. What could happen to cause the equilibrium wage to fall? Suppose price levels were rising each year, but money wages were “sticky downward” and never fell; how would real wages in this market adjust?

5. Assume that you have been hired by a company to do a salary survey of its arc welders, who the company suspects are overpaid. Given the company’s expressed desire to maximize profits, what definition of overpaid would you apply in this situation, and how would you identify whether arc welders are, in fact, overpaid?

6. Ecuador is the world’s leading exporter of bananas, which are grown and harvested by a large labor force that includes many children. Assume Ecuador now outlaws the use of child labor on banana plantations. Using economic theory in its positive mode, analyze what would happen to employment and wages in the banana
farming industry in Ecuador. Use supply and demand curves in your analysis.

7. Unions can raise wages paid to their members in two ways. (i) Unions can negotiate a wage rate that lies above the market-clearing wage. While management cannot pay below that rate, management does have the right to decide how many workers to hire. (ii) Construction unions often have agreements that require management to hire only union members, but they also have the power to control entry into the union. Hence, they can raise wages by restricting labor supply.

a. Graphically depict method (i) above using a labor supply and a labor demand curve. Show the market-clearing wage as \( W_e \), the market-clearing employment level as \( L_e \), the (higher) negotiated wage as \( W_u \), the level of employment associated with \( W_u \) as \( L_u \) and the number of workers wanting to work at \( W_u \) as \( L_s \).

b. Graphically depict method (ii) above using a labor supply and a labor demand curve. Show the market-clearing wage as \( W_e \), the market-clearing employment level as \( L_e \), the number of members the union decides to have as \( L_u \) (which is less than \( L_e \)), and the wage associated with \( L_u \) as \( W_u \).

8. American students have organized opposition to the sale by their campus stores of university apparel made for American retailers by workers in foreign countries who work in sweatshop conditions (long hours at low pay in bad working conditions). Assume this movement takes the form of boycotting items made under sweatshop conditions.

a. Analyze the immediate labor market outcomes for sweatshop workers in these countries using supply and demand curves to illustrate the mechanisms driving the outcomes.

b. Assuming that actions by American students are the only force driving the improvement of wages and working conditions in foreign countries, what must these actions include to ensure that the workers they are seeking to help are unambiguously better off?

9. Suppose the Occupational Safety and Health Administration were to mandate that all punch presses be fitted with a very expensive device to prevent injuries to workers. This device does not improve the efficiency with which punch presses operate. What does this requirement do to the demand curve for labor? Explain.

10. Suppose we observe that employment levels in a certain region suddenly decline as a result of (i) a fall in the region’s demand for labor and (ii) wages that are fixed in the short run. If the new labor demand curve remains unchanged for a long period and the region’s labor supply curve does not shift, is it likely that employment in the region will recover? Explain.

11. In the economic recovery of 2003–2004, job growth in Canada was much faster than job growth in the United States. Please answer the following questions: (a) Generally speaking, how does economic growth affect the demand curve for labor? (b) Assume that growth does not affect the labor supply curve in either country, and suppose that the faster job growth in Canada was accompanied by slower (but positive) wage growth there than in the United States. What would this fact tell us about the reasons for the relatively faster job growth in Canada?

12. Assume that the war in Iraq increased the desired size of the U.S. military, and assume that potential recruits are reduced by the prospect of facing dangerous, unpleasant wartime conditions. First, analyze how the war affects the supply
Problems

1. Suppose that the adult population is 210 million, and there are 130 million who are employed and 5 million who are unemployed. Calculate the unemployment rate and the labor force participation rate.

2. Suppose that the supply curve for schoolteachers is $L_S = 20,000 + 350W$, and the demand curve for schoolteachers is $L_D = 100,000 - 150W$, where $L =$ the number of teachers and $W =$ the daily wage.
   a. Plot the supply and demand curves.
   b. What are the equilibrium wage and employment levels in this market?
   c. Now suppose that at any given wage, 20,000 more workers are willing to work as schoolteachers. Plot the new supply curve, and find the new wage and employment level. Why doesn’t employment grow by 20,000?

3. Have the real average hourly earnings for production and nonsupervisory workers in the United States risen during the past 12 months? Go to the Bureau of Labor Statistics Web site (http://stats.bls.gov) to find the numbers needed to answer the question.

4. Suppose the adult population of a city is 9,823,000 and there are 3,340,000 people who are not in the labor force and 6,094,000 who are employed.
   a. Calculate the number of adults who are in the labor force and the number of adults who are unemployed.
   b. Calculate the labor force participation rate and the unemployment rate.

5. From Table 2.2, the CPI (with a base of 100 in 1982–1984) rose from 130.7 in 1990 to 201.6 in 2006. The federal minimum wage (nominal hourly wage) in 1990 was $3.80, and it was $5.15 in 2006. Calculate the minimum wage in real (1982–1984) dollars. Did the federal minimum wage increase or decrease in real dollars from 1990 to 2006?

6. The following table gives the demand and supply for cashiers in retail stores.

<table>
<thead>
<tr>
<th>Wage Rate ($)</th>
<th>Number of Cashiers Demanded</th>
<th>Number of Cashiers Supplied</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.00</td>
<td>200</td>
<td>70</td>
</tr>
<tr>
<td>4.00</td>
<td>180</td>
<td>100</td>
</tr>
<tr>
<td>5.00</td>
<td>170</td>
<td>120</td>
</tr>
<tr>
<td>6.00</td>
<td>150</td>
<td>150</td>
</tr>
<tr>
<td>7.00</td>
<td>130</td>
<td>160</td>
</tr>
<tr>
<td>8.00</td>
<td>110</td>
<td>175</td>
</tr>
<tr>
<td>9.00</td>
<td>80</td>
<td>190</td>
</tr>
</tbody>
</table>

   a. Plot the supply and demand curves.
   b. What are the equilibrium wage and employment levels in this market?
   c. Suppose the number of cashiers demanded increases by 30 at every wage rate. Plot the new demand curve. What are the equilibrium wage and employment level now?

7. From the original demand function in Problem 6 (see table), how many cashiers would have jobs if the wage paid were $8.00 per hour? Discuss the implications of an $8 wage in the market for cashiers.
Selected Readings


The demand for labor is a derived demand, in that workers are hired for the contribution they can make toward producing some good or service for sale. However, the wages workers receive, the employee benefits they qualify for, and even their working conditions are all influenced, to one degree or another, by the government. There are minimum wage laws, pension regulations, restrictions on firing workers, safety requirements, immigration controls, and government-provided pension and unemployment benefits that are financed through employer payroll taxes. All these requirements and regulations have one thing in common: they increase employers’ costs of hiring workers.

We explained in chapter 2 that both the scale and the substitution effects accompanying a wage change suggest that the demand curve for labor is a *downward-sloping function of the wage rate*. If this rather simple proposition is true, then policies that mandate increases in the costs of employing workers will have the undesirable side effect of reducing their employment opportunities. If the reduction is large enough, lost job opportunities could actually undo any help provided to workers by the regulations. Understanding the characteristics of labor demand curves, then, is absolutely crucial to anyone interested in public policy. To a great extent, how one feels about many labor market regulatory programs is a function of one’s beliefs about labor demand curves!
This chapter will identify assumptions underlying the proposition that labor demand is a downward-sloping function of the wage rate. Chapter 4 will take the downward-sloping nature of labor demand curves as given, addressing instead why, in the face of a given wage increase, declines in demand might be large in some cases and barely perceptible in others.

**Profit Maximization**

The fundamental assumption of labor demand theory is that firms—the employers of labor—seek to maximize profits. In doing so, firms are assumed to continually ask, “Can we make changes that will improve profits?” Two things should be noted about this constant search for enhanced profits. First, a firm can make changes only in variables that are within its control. Because the price a firm can charge for its product and the prices it must pay for its inputs are largely determined by others (the “market”), profit-maximizing decisions by a firm mainly involve the question of whether, and how, to increase or decrease output.

Second, because the firm is assumed to constantly search for profit-improving possibilities, our theory must address the small (“marginal”) changes that must be made almost daily. Really major decisions of whether to open a new plant or introduce a new product line, for example, are relatively rare; once having made them, the employer must approach profit maximization incrementally through the trial-and-error process of small changes. We therefore need to understand the basis for these incremental decisions, paying particular attention to when an employer stops making changes in output levels or in its mix of inputs.

(With respect to the employment of inputs, it is important to recognize that analyzing marginal changes implies considering a small change in one input while holding employment of other inputs constant. Thus, when analyzing the effects of adjusting the labor input by one unit, for example, we will do so on the assumption that capital is held constant. Likewise, marginal changes in capital will be considered assuming the labor input is held constant.)

In incrementally deciding on its optimal level of output, the profit-maximizing firm will want to expand output by one unit if the added revenue from selling that unit is greater than the added cost of producing it. As long as the marginal revenue from an added unit of output exceeds its marginal cost, the firm will continue to expand output. Likewise, the firm will want to contract output whenever the marginal cost of production exceeds marginal revenue. Profits are maximized (and the firm stops making changes) when output is such that marginal revenue equals marginal cost.

A firm can expand or contract output, of course, only by altering its use of inputs. In the most general sense, we will assume that a firm produces its output by combining two types of inputs, or factors of production: labor and capital. Thus, the rules stated earlier for deciding whether to marginally increase or reduce output have important corollaries with respect to the employment of labor and capital:

a. If the income generated by employing one more unit of an input exceeds the additional expense, then add a unit of that input.
b. If the income generated by one more unit of input is less than the additional expense, reduce employment of that input.
c. If the income generated by one more unit of input is equal to the additional expense, no further changes in that input are desirable.

Decision rules (a) through (c) state the profit-maximizing criterion in terms of inputs rather than output; as we will see, these rules are useful guides to deciding how—as well as whether—to marginally increase or decrease output. Let us define and examine the components of these decision rules more closely.

Marginal Income from an Additional Unit of Input

Employing one more unit of either labor or capital generates additional income for the firm because of the added output that is produced and sold. Similarly, reducing the employment of labor or capital reduces a firm’s income flow because the output available for sale is reduced. Thus, the marginal income associated with a unit of input is found by multiplying two quantities: the change in physical output produced (called the input’s marginal product) and the MR generated per unit of physical output. We will therefore call the marginal income produced by a unit of input the input’s marginal revenue product. For example, if the presence of a tennis star increases attendance at a tournament by 20,000 spectators, and the organizers net $25 from each additional fan, the marginal income produced by this star is equal to her marginal product (20,000 fans) times the marginal revenue of $25 per fan. Thus, her marginal revenue product equals $500,000. (For an actual calculation of marginal revenue product in college football, see Example 3.1.)

Marginal Product

Formally, we will define the marginal product of labor, or \( MPL \), as the change in physical output (\( \Delta Q \)) produced by a change in the units of labor (\( \Delta L \)), holding capital constant:

\[
MPL = \frac{\Delta Q}{\Delta L} \quad \text{(holding capital constant)} \quad (3.1)
\]

Likewise, the marginal product of capital (\( MPK \)) will be defined as the change in output associated with a one-unit change in the stock of capital (\( \Delta K \)), holding labor constant:

\[
MPK = \frac{\Delta Q}{\Delta K} \quad \text{(holding capital constant)} \quad (3.2)
\]

Marginal Revenue

The definitions in equations (3.1) and (3.2) reflect the fact that a firm can expand or contract its output only by increasing or decreasing its use of either labor or capital. The marginal revenue that is generated by an extra unit of output depends on the characteristics of the product market in which that output is

---

1The symbol \( \Delta \) (the uppercase Greek letter delta) is used to signify “a change in.”
EXAMPLE 3.1

The Marginal Revenue Product of College Football Stars

Calculating a worker’s marginal revenue product is often very complicated due to lack of data and the difficulty of making sure that everything else is being held constant and only additions to revenue are counted. Perhaps for this reason, economists have been attracted to the sports industry, which generates so many statistics on player productivity and team revenues.

Football is a big-time concern on many campuses, and some star athletes generate huge revenues for their colleges, even though they are not paid—except by receiving a free education. Robert Brown collected revenue statistics for 47 Division I-A college football programs for the 1988–1989 season—including revenues retained by the school from ticket sales, donations to the athletic department, and television and radio payments. (Unfortunately, this leaves out some other potentially important revenue sources, such as parking and concessions at games and donations to the general fund.)

Next, he examined variation in revenues due to market size, strength of opponents, national ranking, and the number of players on the team who were so good that they were drafted into professional football (the National Football League [NFL]). Brown found that each additional player drafted into the NFL was worth about $540,000 ($934,000 in 2009 dollars) in extra revenue to his team. Over a four-year college career, a premium player could therefore generate over $3 million in revenues for his university!


Marginal Revenue Product

Combining the definitions presented in this section, the firm’s marginal revenue product of labor, or $\text{MRP}_L$, can be represented as

$$\text{MRP}_L = MPL \cdot MR \quad \text{(in the general case)}$$

or as

$$\text{MRP}_L = MPL \cdot P \quad \text{(if the product market is competitive)}$$

2A competitive firm can sell added units of output at the market price because it is so small relative to the entire market that its output does not affect price. A monopolist, however, is the supply side of the product market, so to sell extra output, it must lower price. Because it must lower price on all units of output, and not just on the extra units to be sold, the MR associated with an additional unit is below price.
Likewise, the firm’s marginal revenue product of capital \( (MRP_k) \) can be represented as \( MP_k \cdot MR \) in the general case or as \( MP_k \cdot P \) if the product market is competitive.

**Marginal Expense of an Added Input**

Changing the levels of labor or capital employed, of course, will add to or subtract from the firm’s total costs. The marginal expense of labor \( (ME_L) \) that is incurred by hiring more labor is affected by the nature of competition in the labor market. If the firm operates in a competitive labor market and has no control over the wages that must be paid (it is a “wage taker”), then \( ME_L \) is simply equal to the market wage. Put differently, firms in competitive labor markets have labor supply curves that are horizontal at the going wage (refer back to Figure 2.11); if they hire an additional hour of labor, their costs increase by an amount equal to the wage rate, \( W \).

In this chapter, we will maintain the assumption that the labor market is competitive and that the labor supply curve to firms is therefore horizontal at the going wage. In chapter 5, we will relax this assumption and analyze how upward-sloping labor supply curves to individual employers alter the marginal expense of labor.

In the analysis that follows, the marginal expense of adding a unit of capital will be represented as \( C \), which can be thought of as the expense of renting a unit of capital for one time period. The specific calculation of \( C \) need not concern us here, but it clearly depends on the purchase price of the capital asset, its expected useful life, the rate of interest on borrowed funds, and even special tax provisions regarding capital.

**The Short-Run Demand for Labor When Both Product and Labor Markets Are Competitive**

The simplest way to understand how the profit-maximizing behavior of firms generates a labor demand curve is to analyze the firm’s behavior over a period of time so short that the firm cannot vary its stock of capital. This period is what we will call the *short run*, and, of course, the time period involved will vary from firm to firm (an accounting service might be able to order and install a new computing system for the preparation of tax returns within three months, whereas it may take an oil refinery five years to install a new production process). What is simplifying about the short run is that, with capital fixed, a firm’s choice of output level and its choice of employment level are two aspects of the very same decision. Put differently, in the short run, the firm needs only to decide whether to alter its output level; how to increase or decrease output is not an issue, because only the employment of labor can be adjusted.
Chapter 3  The Demand for Labor

A Critical Assumption: Declining $MPL$

We defined the marginal product of labor $MPL$ as the change in the (physical) output of a firm when it changes its employment of labor by one unit, holding capital constant. Since the firm can vary its employment of labor, we must consider how increasing or reducing labor will affect labor’s marginal product. Consider Table 3.1, which illustrates a hypothetical car dealership with sales personnel who are all equally hardworking and persuasive. With no sales staff, the dealership is assumed to sell zero cars, but with one salesperson, it will sell 10 cars per month. Thus, the marginal product of the first salesperson hired is 10. If a second person is hired, total output is assumed to rise from 10 to 21, implying that the marginal product of a second salesperson is 11. If a third equally persuasive salesperson is hired, sales rise from 21 to 26 ($MPL = 5$), and if a fourth is hired, sales rise from 26 to 29 ($MPL = 3$).

Table 3.1 assumes that adding an extra salesperson increases output (cars sold) in each case. As long as output increases as labor is added, labor’s marginal product is positive. In our example, however, $MPL$ increased at first (from 10 to 11) but then fell (to 5 and eventually to 3). Why?

The initial rise in marginal product occurs not because the second salesperson is better than the first; we ruled out this possibility by our assumption that the salespeople were equally capable. Rather, the rise could be the result of cooperation between the two in generating promotional ideas or helping each other out in some way. Eventually, however, as more salespeople are hired, $MPL$ must fall. A fixed building (remember that capital is held constant) can contain only so many cars and customers; thus, each additional increment of labor must eventually produce progressively smaller increments of output. This law of diminishing marginal returns is an empirical proposition that derives from the fact that as employment expands, each additional worker has a progressively smaller share of the capital stock to work with. For expository convenience, we shall assume that $MPL$ is always decreasing.  

Table 3.1

<table>
<thead>
<tr>
<th>Number of Salespersons</th>
<th>Total Cars Sold</th>
<th>Marginal Product of Labor</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>1</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>2</td>
<td>21</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>26</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>29</td>
<td></td>
</tr>
</tbody>
</table>

3We lose nothing by this assumption because we show later in this section that a firm will never be operated at a point where its $MPL$ is increasing.
From Profit Maximization to Labor Demand

From the profit-maximizing decision rules discussed earlier, it is clear that the firm should keep increasing its employment of labor as long as labor’s marginal revenue product exceeds its marginal expense. Conversely, it should keep reducing its employment of labor as long as the expense saved is greater than the income lost. **Profits are maximized, then, only when employment is such that any further one-unit change in labor would have a marginal revenue product equal to marginal expense:**

\[
M_{RP_{L}} = ME_{L}
\]  

(3.4)

Under our current assumptions of competitive product and labor markets, we can symbolically represent the profit-maximizing level of labor input as that level at which

\[
MP_{L} \cdot P = W
\]  

(3.5)

Clearly, equation (3.5) is stated in terms of some *monetary* unit (dollars, for example).

Alternatively, however, we can divide both sides of equation (3.5) by product price, \(P\), and state the profit-maximizing condition for hiring labor in terms of *physical quantities*:

\[
MP_{L} = W/P
\]  

(3.6)

We defined \(MP_{L}\) as the change in physical output associated with a one-unit change in labor, so it is obvious that the left-hand side of equation (3.6) is in physical quantities. To understand that the right-hand side is also in physical quantities, note that the numerator \(W\) is the dollars per unit of labor, and the denominator \(P\) is the dollars per unit of output. Thus, the ratio \(W/P\) has the dimension of physical units. For example, if a woman is paid $10 per hour and the output she produces sells for $2 per unit, from the firm’s viewpoint, she is paid five units of output per hour \((10 \div 2)\). From the perspective of the firm, these five units represent her “real wage.”

Labor Demand in Terms of Real Wages  The demand for labor can be analyzed in terms of either *real* or *money* wages. Which version of demand analysis is used is a matter of convenience only. In this and the following section, we give examples of both.

Figure 3.1 shows a marginal product of labor \((MP_{L})\) schedule for a representative firm. In this figure, the \(MP_{L}\) is tabulated on the vertical axis and the number of units of labor employed on the horizontal axis. The negative slope of the schedule indicates that each additional unit of labor employed produces a progressively smaller (but still positive) increment in output. Because the real wage and \(MP_{L}\) are both measured in the same dimension (units of output), we can also plot the real wage on the vertical axis of Figure 3.1.
Given any real wage (by the market), the firm should thus employ labor to the point at which $MPL$ just equals the real wage (equation 3.6). In other words, the firm’s demand for labor in the short run is equivalent to the downward-sloping segment of its $MPL$ schedule.4

To see that this is true, pick any real wage—for example, the real wage denoted by $(W/P)_0$ in Figure 3.1. We have asserted that the firm’s demand for labor is equal to its $MPL$ schedule and, consequently, that the firm would employ $E_0$ employees. Now, suppose that a firm initially employed $E_2$ workers as indicated in Figure 3.1, where $E_2$ is any employment level greater than $E_0$. At the employment level $E_2$, the $MPL$ is less than the real wage rate; the marginal real cost of the last unit of labor hired is therefore greater than its marginal product. As a result, profit could be increased by reducing the level of employment. Similarly, suppose instead that a firm initially employed $E_1$ employees, where $E_1$ is any employment level less than $E_0$. Given the specified real wage $(W/P)_0$, the $MPL$ is greater than the real wage rate at $E_1$—and, consequently, the marginal additions to output of an extra unit of labor exceed its marginal real cost. As a result, a firm could increase its profit level by expanding its level of employment.

Hence, to maximize profits, given any real wage rate, a firm should stop employing labor at the point at which any additional labor would cost more than it would produce. This profit-maximization rule implies two things. First, the firm should employ labor up to the point at which its real wage equals $MPL$—but not beyond that point.

---

4We should add here, “provided that the firm’s revenue exceeds its labor costs.” Above some real wage level, this may fail to occur, and the firm will go out of business (employment will drop to zero).
Second, its profit-maximizing level of employment lies in the range where its $MP_L$ is declining. If $W/P = MP_L$, but $MP_L$ is increasing, then adding another unit of labor will create a situation in which marginal product exceeds $W/P$. As long as adding labor causes $MP_L$ to exceed $W/P$, the profit-maximizing firm will continue to hire labor. It will stop hiring only when an extra unit of labor would reduce $MP_L$ below $W/P$, which will happen only when $MP_L$ is declining. Thus, the only employment levels that could possibly be consistent with profit maximization are those in the range where $MP_L$ is decreasing.

**Labor Demand in Terms of Money Wages** In some circumstances, labor demand curves are more readily conceptualized as downward-sloping functions of money wages. To make the analysis as concrete as possible, in this section, we analyze the demand for department store detectives.

At a business conference one day, a department store executive boasted that his store had reduced theft to 1 percent of total sales. A colleague shook her head and said, “I think that’s too low. I figure it should be about 2 percent of sales.” How can more shoplifting be better than less? The answer is based on the fact that reducing theft is costly in itself. A profit-maximizing firm will not want to take steps to reduce shoplifting if the added costs it must bear in so doing exceed the value of the savings such steps will generate.

Table 3.2 shows a hypothetical marginal revenue product of labor $MRP_L$ schedule for department store detectives. Hiring one detective would, in this example, save $50 worth of thefts per hour. Two detectives could save $90 worth of thefts each hour, or $40 more than hiring just one. The $MRP_L$ of hiring a second detective is thus $40. A third detective would add $20 more to thefts prevented each hour.

The $MRP_L$ does not decline from $40 to $20 because the added detectives are incompetent; in fact, we shall assume that all are equally alert and well trained. $MRP_L$ declines, in part, because surveillance equipment (capital) is fixed; with each added detective, there is less equipment per person. However, the $MRP_L$ also declines because it becomes progressively harder to generate savings. With just a few detectives, the only thieves caught will be the more-obvious, less-experienced

**Table 3.2**

<table>
<thead>
<tr>
<th>Number of Detectives on Duty during Each Hour Store Is Open</th>
<th>Total Value of Thefts Prevented per Hour</th>
<th>Marginal Value of Thefts Prevented per Hour ($MRP_L$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$ 0</td>
<td>$—</td>
</tr>
<tr>
<td>1</td>
<td>$ 50</td>
<td>$50</td>
</tr>
<tr>
<td>2</td>
<td>$ 90</td>
<td>$40</td>
</tr>
<tr>
<td>3</td>
<td>$110</td>
<td>$20</td>
</tr>
<tr>
<td>4</td>
<td>$115</td>
<td>$ 5</td>
</tr>
<tr>
<td>5</td>
<td>$117</td>
<td>$ 2</td>
</tr>
</tbody>
</table>
shoplifters. As more detectives are hired, it becomes possible to prevent theft by the more-expert shoplifters, but they are harder to detect and fewer in number. Thus, \( MRP_L \) falls because theft prevention becomes more difficult once all those who are easy to catch are apprehended.

To draw the demand curve for labor, we need to determine how many detectives the store will want to hire at any given wage rate, keeping in mind that employers—through part-time employment—are able to hire fractional workers. For example, at a wage of $50 per hour, how many detectives will the store want? Using the \( MRP_L = W \) criterion (equation 3.5), the answer is “up to one.” At $40 per hour, the store would want to stop hiring at two, and at $20 per hour, it would stop at three. The labor demand curve that summarizes the store’s profit-maximizing employment of detectives is shown in Figure 3.2.

Figure 3.2 illustrates a fundamental point: the labor demand curve in the short run slopes downward because it is the \( MRP_L \) curve—and the \( MRP_L \) curve slopes downward because of labor’s diminishing marginal product. The demand curve and the \( MRP_L \) curve coincide; this could be demonstrated by graphing the \( MRP_L \) schedule in Table 3.2, which would yield exactly the same curve as in Figure 3.2. When one detective is hired, \( MRP_L \) is $50; when two are hired, \( MRP_L \) is $40; and so forth. Since \( MRP_L \) always equals \( W \) for a profit maximizer who takes wages as given, the \( MRP_L \) curve and labor demand curve (expressed as a function of the money wage) must be the same.

An implication of our example is that there is some level of shoplifting the store finds more profitable to tolerate than to eliminate. This level will be higher at high wages for store detectives than at lower wages. To say the theft rate is “too
low” thus implies that the marginal costs of crime reduction exceed the marginal savings generated, and the firm is therefore failing to maximize profits.

Finally, we must emphasize that the marginal product of an individual is not a function solely of his or her personal characteristics. As stressed earlier, the marginal product of a worker depends upon the number of similar employees the firm has already hired. An individual’s marginal product also depends upon the size of the firm’s capital stock; increases in the firm’s capital stock shift the entire \( MP_L \) schedule up. It is therefore incorrect to speak of an individual’s productivity as an immutable factor that is associated only with his or her characteristics, independent of the characteristics of the other inputs he or she has to work with.

**Market Demand Curves** The demand curve (or schedule) for an individual firm indicates how much labor that firm will want to employ at each wage level. A market demand curve (or schedule) is just the summation of the labor demanded by all firms in a particular labor market at each level of the real wage.\(^5\) If there are three firms in a certain labor market, and if at a given real wage firm A wants 12 workers, firm B wants 6, and firm C wants 20, then the market demand at that real wage is 38 employees. More important, because market demand curves are so closely derived from firm demand curves, they too will slope downward as a function of the real wage. When the real wage falls, the number of workers that existing firms want to employ increases. In addition, the lower real wage may make it profitable for new firms to enter the market. Conversely, when the real wage increases, the number of workers that existing firms want to employ decreases, and some firms may be forced to cease operations completely.

**Objections to the Marginal Productivity Theory of Demand** Two kinds of objections are sometimes raised to the theory of labor demand introduced in this section. The first is that almost no employer can ever be heard uttering the words “marginal revenue product of labor” and that the theory assumes a degree of sophistication that most employers do not have. Employers, it is also argued, are unable in many situations to accurately measure the output of individual workers.

These first objections can be answered as follows: Whether employers can verbalize the profit-maximizing conditions or whether they can explicitly measure the \( MRP_L \), they must at least *intuit* them to survive in a competitive environment. Competition will “weed out” employers who are not good at generating profits, just as competition will weed out pool players who do not understand the intricacies of how speed, angles, and spin affect the motion of bodies through space. Yet, one could canvass the pool halls of America and probably find few who could verbalize Newton’s laws of motion! The point is

---

\(^5\)If firms’ demand curves are drawn as a function of the money wage, they represent the downward-sloping portion of the firms’ \( MRP_L \) curves. In a competitive industry, the price of the product is given to the firm by the market; thus, at the firm level, the \( MRP_L \) has imbedded in it a given product price. When aggregating labor demand to the *market* level, product price can no longer be taken as given, and the aggregation is no longer a simple summation.
that employers can know concepts without being able to verbalize them. Those
that are not good at maximizing profits will not last very long in competitive
markets.

The second objection is that in many cases, it seems that adding labor while
holding capital constant would not add to output at all. For example, one
secretary and one computer can produce output, but it might seem that adding a
second secretary while holding the number of computers constant could produce
nothing extra, since that secretary would have no machine on which to work.

The answer to this second objection is that the two secretaries could take
turns using the computer so that neither became fatigued to the extent that mis-
takes increased and typing speeds slowed down. The second secretary could also
answer the telephone and expedite work in other ways. Thus, even with technolo-
gies that seem to require one machine per person, labor will generally have a mar-
ginal product greater than zero if capital is held constant.

The Demand for Labor in Competitive Markets
When Other Inputs Can Be Varied

An implication of our theory of labor demand is that, because labor can be varied
in the short run—that is, at any time—the profit-maximizing firm will always
operate so that labor’s marginal revenue product equals the wage rate (which is
labor’s marginal expense in a competitive labor market). What we must now con-
sider is how the firm’s ability to adjust other inputs affects the demand for labor.
We first analyze the implications of being able to adjust capital in the long run,
and we then turn our attention to the case of more than two inputs.

Labor Demand in the Long Run

To maximize profits in the long run, the firm must adjust both labor and capital
so that the marginal revenue product of each equals its marginal expense. Using
the definitions discussed earlier in this chapter, profit maximization requires that
the following two equalities be satisfied:

\[ MP_L \cdot P = W \quad \text{(a restatement of equation 3.5)} \]  
\[ MP_K \cdot P = C \quad \text{(the profit-maximizing condition for capital)} \]  
Equations (3.7a) and (3.7b) can be rearranged to isolate \( P \), so these two profit-
maximizing conditions can also be expressed as

\[ P = W/MP_L \quad \text{(a rearrangement of equation 3.7a)} \]  
\[ P = C/MP_K \quad \text{(a rearrangement of equation 3.7b)} \]
Furthermore, because the right-hand sides of equations (3.8a) and (3.8b) equal the same quantity, \( P \), profit maximization therefore requires that

\[
\frac{W}{MP_L} = \frac{C}{MP_K} \tag{3.8c}
\]

The economic meaning of equation (3.8c) is key to understanding how the ability to adjust capital affects the firm’s demand for labor. Consider the left-hand side of equation (3.8c): the numerator is the cost of a unit of labor, while the denominator is the extra output produced by an added unit of labor. Therefore, the ratio \( W/MP_L \) turns out to be the added cost of producing an added unit of output when using labor to generate the increase in output.\(^6\) Analogously, the right-hand side is the marginal cost of producing an extra unit of output using capital. What equation (3.8c) suggests is that to maximize profits, the firm must adjust its labor and capital inputs so that the marginal cost of producing an added unit of output using labor is equal to the marginal cost of producing an added unit of output using capital. Why is this condition a requirement for maximizing profits?

To maximize profits, a firm must be producing its chosen level of output in the least-cost manner. Logic suggests that as long as the firm can expand output more cheaply using one input than the other, it cannot be producing in the least-cost way. For example, if the marginal cost of expanding output by one unit using labor were $10, and the marginal cost using capital were $12, the firm could keep output constant and lower its costs of production! How? It could reduce its capital by enough to cut output by one unit (saving $12) and then add enough labor to restore the one-unit cut (costing $10). Output would be the same, but costs would have fallen by $2. Thus, for the firm to be maximizing profits, it must be operating at the point such that further marginal changes in both labor and capital would neither lower costs nor add to profits.

With equations (3.8a) to (3.8c) in mind, what would happen to the demand for labor in the long run if the wage rate \( W \) facing a profit-maximizing firm were to rise? First, as we discussed in the section on the “The Short-Run Demand for Labor When Both Product and Labor Markets Are Competitive,” the rise in \( W \) disturbs the equality in equation (3.8a), and the firm will want to cut back on its use of labor even before it can adjust capital. Because the \( MP_L \) is assumed to rise as employment is reduced, any cuts in labor will raise \( MP_L \).

Second, because each unit of capital now has less labor working with it, the \( MP_K \) falls, disturbing the equality in equation (3.8b). By itself, this latter inequality will cause the firm to want to reduce its stock of capital.

Third, the rise in \( W \) will initially end the equality in equation (3.8c), meaning that the marginal cost of production using labor now exceeds the marginal cost using capital. If the above cuts in labor are made in the short run, the associated increase in \( MP_L \) and decrease in \( MP_K \) will work toward restoring equality in equation (3.8c);

\(^6\)Because \( MP_L = \frac{\Delta Q}{\Delta L} \), the expression \( W/MP_L \) can be rewritten as \( W \cdot \frac{\Delta L}{\Delta Q} \). Since \( W\Delta L \) represents the added cost from employing one more unit of labor, the expression \( W\Delta L/\Delta Q \) equals the cost of an added unit of output when that unit is produced by adding labor.
Chapter 3  The Demand for Labor

EXAMPLE 3.2

Coal Mining Wages and Capital Substitution

That wage increases have both a scale effect and a substitution effect, both of which tend to reduce employment, is widely known—even by many of those pushing for higher wages. John L. Lewis was president of the United Mine Workers from the 1920s through the 1940s, when wages for miners were increased considerably with full knowledge that this would induce the substitution of capital for labor. According to Lewis:

Primarily the United Mine Workers of America insists upon the maintenance of the wage standards guaranteed by the existing contractual relations in the industry, in the interests of its own membership. . . . But in insisting on the maintenance of an American wage standard in the coal fields the United Mine Workers is also doing its part, probably more than its part, to force a reorganization of the basic industry of the country upon scientific and efficient lines. The maintenance of these rates will accelerate the operation of natural economic laws, which will in time eliminate uneconomic mines, obsolete equipment, and incompetent management.

The policy of the United Mine Workers of America will inevitably bring about the utmost employment of machinery of which coal mining is physically capable. . . . Fair wages and American standards of living are inextricably bound up with the progressive substitution of mechanical for human power. It is no accident that fair wages and machinery will walk hand-in-hand.


however, if it remains more costly to produce an extra unit of output using labor than using capital, the firm will want to substitute capital for labor in the long run. Substituting capital for labor means that the firm will produce its profit-maximizing level of output (which is clearly reduced by the rise in $W$) in a more capital-intensive way. The act of substituting capital for labor also will serve to increase $MPL$ and reduce $MPK$, thereby reinforcing the return to equality in equation (3.8c).

In the end, the increase in $W$ will cause the firm to reduce its desired employment level for two reasons. The firm’s profit-maximizing level of output will fall, and the associated reduction in required inputs (both capital and labor) is an example of the scale effect. The rise in $W$ also causes the firm to substitute capital for labor so that it can again produce in the least-cost manner; changing the mix of capital and labor in the production process is an example of the substitution effect. The scale and substitution effects of a wage increase will have an ambiguous effect on the firm’s desired stock of capital, but both effects serve to reduce the demand for labor. Thus, as illustrated in Example 3.2, the long-run ability to adjust capital lends further theoretical support to the proposition that the labor demand curve is a downward-sloping function of the wage rate.

More Than Two Inputs

Thus far, we have assumed that there are only two inputs in the production process: capital and labor. In fact, labor can be subdivided into many categories; for example, labor can be categorized by age, educational level, and occupation.
Other inputs that are used in the production process include materials and energy. If a firm is seeking to minimize costs, in the long run, it should employ all inputs up until the point that the marginal cost of producing an added unit of output is the same regardless of which input is increased. This generalization of equation (3.8c) leads to the somewhat obvious result that the demand for any category of labor will be a function of its own wage rate and (through the scale and substitution effects) the wage or prices of all other categories of labor, capital, and supplies.

**If Inputs Are Substitutes in Production** The demand curve for each category of labor will be a downward-sloping function of the wage rate paid to workers in that category for the reasons discussed earlier, but how is it affected by wage or price changes for other inputs? If two inputs are substitutes in production (that is, if the greater use of one in producing output can compensate for reduced use of the other), then increases in the price of the other input may shift the entire demand curve for a given category of labor either to the right or to the left, depending on the relative strength of the substitution and scale effects. If an increase in the price of one input shifts the demand for another input to the left, as in panel (a) of Figure 3.3, the scale effect has dominated the substitution effect, and the two inputs are said to be gross complements; if the increase shifts the demand for the other input to the right, as in panel (b) of Figure 3.3, the substitution effect has dominated, and the two inputs are gross substitutes.

![Figure 3.3](image-url)
If Inputs Are Complements in Production  If, instead, the two inputs must be used together—in which case they are called perfect complements or complements in production—then reduced use of one implies reduced use of the other. In this case, there is no substitution effect, only a scale effect, and the two inputs must be gross complements.

Examples  Consider an example of a snow-removal firm in which skilled and unskilled workers are substitutes in production—snow can be removed using either unskilled workers (with shovels) or skilled workers driving snowplows. Let us focus on demand for the skilled workers. Other things equal, an increase in the wage of skilled workers would cause the firm to employ fewer of them; their demand curve would be a downward-sloping function of their wage. If only the wage of unskilled workers increased, however, the employer would want fewer unskilled workers than before, and more of the now relatively less-expensive skilled workers, to remove any given amount of snow. To the extent that this substitution effect dominated over the scale effect, the demand for skilled workers would shift to the right. In this case, skilled and unskilled workers would be gross substitutes. In contrast, if the reduction in the scale of output caused employment of skilled workers to be reduced, even though skilled workers were being substituted for unskilled workers in the production process, skilled and unskilled workers would be considered gross complements.

In the above firm, snowplows and skilled workers are complements in production. If the price of snowplows went up, the employer would want to cut back on their use, which would result in a reduced demand at each wage for the skilled workers who drove the snowplows. As noted above, inputs that are complements in production are always gross complements.

Labor Demand When the Product Market Is Not Competitive

Our analysis of the demand for labor, in both the short and the long run, has so far taken place under the assumption that the firm operates in competitive product and labor markets. This is equivalent to assuming that the firm is both a price taker and a wage taker; that is, that it takes both \( P \) and \( W \) as given and makes decisions only about the levels of output and inputs. We will now explore the effects of noncompetitive (monopolistic) product markets on the demand for labor (the effects of noncompetitive labor markets will be analyzed in chapter 5).

Maximizing Monopoly Profits

As explained earlier in footnote 2 and the surrounding text, product-market monopolies are subject to the market demand curve for their output, and they therefore do not take output price as given. They can expand their sales only by
reducing product price, which means that their marginal revenue \((MR)\) from an extra unit of output is less than product price \((P)\). Using the general definition of marginal revenue product in equation (3.3a), and applying the usual profit-maximizing criteria outlined in equation (3.4) to a monopoly that searches for workers in a competitive labor market (so that \(ME_L = W\)), the monopolist would hire workers until its marginal revenue product of labor \((MRPL)\) equals the wage rate:

\[
MRPL = MR \cdot MPL = W
\]  

(3.9)

Now we can express the demand for labor in the short run in terms of the real wage by dividing equation (3.9) by the firm’s product price, \(P\), to obtain

\[
\frac{MR}{P} \cdot MPL = \frac{W}{P}
\]  

(3.10)

Since marginal revenue is always less than a monopoly’s product price, the ratio \(MR/P\) in equation (3.10) is less than one. Therefore, the labor demand curve for a firm that has monopoly power in the output market will lie below and to the left of the labor demand curve for an otherwise identical firm that takes product price as given. Put another way, just as the level of profit-maximizing output is lower under monopoly than it is under competition, other things equal, so is the level of employment.

The wage rates that monopolies pay, however, are not necessarily different from competitive levels even though employment levels are. An employer with a product-market monopoly may still be a very small part of the market for a particular kind of employee and thus be a price taker in the labor market. For example, a local utility company might have a product-market monopoly, but it would have to compete with all other firms to hire clerks and thus would have to pay the going wage.

**Do Monopolies Pay Higher Wages?**

Economists have long suspected that product-market monopolies pay wages that are *higher* than what competitive firms would pay.⁷ Monopolies are often regulated by the government to prevent them from exploiting their status and earning monopoly profits, but they are allowed to pass along to consumers their costs of production. Thus, while unable to maximize profits, the managers of a monopoly can enhance their *utility* by paying high wages and passing the costs

---

along to consumers in the form of higher prices. The ability to pay high wages makes a manager’s life more pleasant by making it possible to hire people who might be more attractive or personable or have other characteristics managers find desirable.

The evidence on monopoly wages, however, is not very clear as yet. Some studies suggest that firms in industries with relatively few sellers do pay higher wages than competitive firms for workers with the same education and experience. Other studies of regulated monopolies, however, have obtained mixed results on whether wages tend to be higher for comparable workers in these industries.\(^8\)

---

**Policy Application: The Labor Market Effects of Employer Payroll Taxes and Wage Subsidies**

We now apply labor demand theory to the phenomena of employer payroll taxes and wage subsidies. Governments widely finance certain social programs through taxes that require employers to remit payments based on their total payroll costs. As we will see, new or increased payroll taxes levied on the employer raise the cost of hiring labor, and they might therefore be expected to reduce the demand for labor. Conversely, it can be argued that if the government were to subsidize the wages paid by employers, the demand for labor would increase; indeed, wage subsidies for particular disadvantaged groups in society are sometimes proposed as a way to increase their employment. In this section, we will analyze the effects of payroll taxes and subsidies.

**Who Bears the Burden of a Payroll Tax?**

Payroll taxes require employers to pay the government a certain percentage of their employees’ earnings, often up to some maximum amount. Unemployment insurance as well as Social Security retirement, disability, and Medicare programs are prominent examples. Does taxing employers to generate revenues for these programs relieve employees of a financial burden that would otherwise fall on them?

Suppose that only the employer is required to make payments and that the tax is a fixed amount (X) per labor hour rather than a percentage of payroll.

---

Now, consider the market demand curve $D_0$ in Figure 3.4, which is drawn in such a way that desired employment is plotted against the wage employees receive. Prior to the imposition of the tax, the wage employees receive is the same as the wage employers pay. Thus, if $D_0$ were the demand curve before the tax was imposed, it would have the conventional interpretation of indicating how much labor firms would be willing to hire at any given wage. However, after imposition of the tax, employer wage costs would be $X$ above what employees received.

**Shifting the Demand Curve**  If employees received $W_0$, employers would now face costs of $W_0 + X$. They would no longer demand $E_0$ workers; rather, because their costs were $W_0 + X$, they would demand $E_2$ workers. Point $A$ (where $W_0$ and $E_2$ intersect) would lie on a new market demand curve, formed when demand shifted down because of the tax (remember, the wage on the vertical axis of Figure 3.4 is the wage employees receive, not the wage employers pay). Only if employee wages fell to $W_0 - X$ would firms want to continue hiring $E_0$ workers, for employer costs would then be the same as before the tax. Thus, point $B$ would also be on the new, shifted demand curve. Note that with a tax of $X$, the new demand curve ($D_1$) is parallel to the old one, and the vertical distance between the two is $X$.

Now, the tax-related shift in the market demand curve to $D_1$ implies that there would be an excess supply of labor at the previous equilibrium wage of $W_0$. This surplus of labor would create downward pressure on the employee wage, and this downward pressure would continue to be exerted until the employee wage fell to $W_1$, the point at which the quantity of labor supplied just equaled the quantity demanded. At this point, employment would have also fallen to $E_1$. Thus, employees bear a burden in the form of lower wage rates and lower employment levels. The lesson is clear: employees are not exempted from bearing costs.
when the government chooses to generate revenues through a payroll tax on employers.

Figure 3.4 does suggest, however, that employers may bear at least some of the tax, because the wages received by employees do not fall by the full amount of the tax \((W_0 - W_1)\) is smaller than \(X\), which is the vertical distance between the two demand curves). This occurs because, with an upward-sloping labor market supply curve, employees withdraw labor as their wages fall, and it becomes more difficult for firms to find workers. If wages fell to \(W_0 - X\), the withdrawal of workers would create a labor shortage that would drive wages to some point \((W_1\) in our example) between \(W_0\) and \(W_0 - X\). Only if the labor market supply curve were vertical—meaning that lower wages have no effect on labor supply—would the entire amount of the tax be shifted to workers in the form of a decrease in their wages by the amount of \(X\) (see Figure 3.5).

**Effects of Labor Supply Curves**  The extent to which the labor market supply curve is sensitive to wages affects the proportion of the employer payroll tax that gets shifted to employees’ wages. The less responsive labor supply is to changes in wages, the fewer the employees who withdraw from the market and the higher the proportion of the tax that gets shifted to workers in the form of a wage decrease (compare the outcomes in Figures 3.4 and 3.5). It must also be pointed out, however, that to the degree employee wages do not fall, employment levels will; when employee wages do not fall much in the face of an employer payroll-tax increase, employer labor costs are increased—and this increase reduces the quantity of labor employers demand.

A number of empirical studies have sought to ascertain what fraction of employers’ payroll-tax costs are actually passed on to employees in the form of lower wages (or lower wage increases). Although the evidence is somewhat ambiguous, a comprehensive review of these studies led to at least a tentative
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conclusion that most of a payroll tax is eventually shifted to wages, with little long-run effect on employment.9

Employment Subsidies as a Device to Help the Poor

The opposite of a payroll tax on employers is a government subsidy of employers’ payrolls. In Figure 3.4, for example, if instead of taxing each hour of labor by \( X \) the government paid the employer \( X \), the market labor demand curve would shift upward by a vertical distance of \( X \). This upward movement of the demand curve would create pressures to increase employment and the wages received by employees; as with a payroll tax, whether the eventual effects would be felt more on employment or on wage rates depends on the shape of the labor market supply curve.

(Students should test their understanding in this area by drawing labor demand curves that reflect a new payroll subsidy of \( X \) per hour and then analyzing the effects on employment and employee wages with market supply curves that are, alternatively, upward-sloping and vertical. Hint: The outcomes should be those that would be obtained if demand curve \( D_1 \) in Figures 3.4 and 3.5 were shifted by the subsidy to curve \( D_0 \).)

Payroll subsidies to employers can take many forms. They can be in the form of cash payments, as implied by the above hypothetical example, or they can be in the form of tax credits. These credits might directly reduce a firm’s payroll-tax rate or they might reduce some other tax by an amount proportional to the number of labor hours hired; in either case, the credit has the effect of reducing the cost of hiring labor.

Furthermore, wage subsidies can apply to a firm’s employment level, to any new employees hired after a certain date (even if they just replace workers who have left), or only to new hires that serve to increase the firm’s level of employment. Finally, subsidies can be either general or selective. A general subsidy is not conditional on the characteristics of the people hired, whereas a selective, or targeted, plan makes the subsidy conditional on hiring people from certain target groups (such as the disadvantaged).

Experience in the United States with targeted wage subsidies has been modest. The Targeted Jobs Tax Credit (TJTC) program, which began in 1979 and was changed slightly over the years until it was finally discontinued in 1995, targeted disadvantaged youth, the handicapped, and welfare recipients, providing their employers with a tax credit that lasted for one year. In practice, the average duration

During the last half of 1976, Illinois, New Jersey, and New York passed laws requiring that employer-provided health insurance plans treat pregnancy the same as illness (that is, coverage of doctor’s bills and hospital costs had to be the same for pregnancy as for illnesses or injuries). These mandates increased the cost of health insurance for women of childbearing age by an amount that was equal to about 4 percent of their earnings. Were these increases in employer costs borne by employers or did they reduce the wages of women by an equivalent amount?

A problem confronting researchers on this topic is that the adopting states are all states with high incomes and likely to have state legislation encouraging the expansion of employment opportunities for women. Thus, comparing wage levels across states would require that we statistically control for all the factors, besides the maternity-benefit mandate, that affect wages. Because we can never be sure that we have adequate controls for the economic, social, and legal factors that affect wage levels by state, we need to find another way to perform the analysis.

Factors (a) and (c) above allow the conduct of what economists call a “differences-in-differences” analysis. Specifically, these factors allow us to compare wage changes, from the pre-adoption years to the post-adoption ones, among women of childbearing age in adopting states (the “experimental group”) to wage changes over the same period for women of the same age in states that did not adopt (a “comparison group”). By comparing within-state changes in wages, we avoid the need to find measures that would control for the economic, social, and public-policy forces that make the initial wage level in one state differ from that in another; whatever the factors are that raise wage levels in New Jersey, for example, they were there both before and after the adoption of mandated maternity benefits.

One might argue, of course, that the adopting and nonadopting states were subject to other forces (unrelated to maternity benefits) that led to different degrees of wage change over this period. For example, the economy of New Jersey might have been booming...
during the period when maternity benefits were adopted, while economies elsewhere might not have been. However, if an adopting state is experiencing unique wage pressures in addition to those imposed by maternity benefits, the effects of these other pressures should show up in the wage changes experienced by single men or older women—groups in the adopting states that were not affected by the mandate. Thus, we can exploit factor (b) above by also comparing the wage changes for women of childbearing age in adopting states to those for single men or older women in the same states.

The three factors above enabled one researcher to measure how the wages of married women, aged 20–40, changed from 1974–1975 to 1977–1978 in the three adopting states. These changes were then compared to changes in wages for married women of the same age in nonadopting (but economically similar) states. To account for forces other than changing maternity benefits that could affect wage changes across states during this period, the researcher also measured changes in wages for unmarried men and workers over 40 years of age. This study concluded that in the states adopting mandated maternity benefits, the post-adoption wages of women in the 20–40 age group were about 4 percent lower than they would have been without adoption. This finding suggests that the entire cost of maternity benefits was quickly shifted to women of childbearing age.


One problem that limited the effectiveness of the TJTC program was that the eligibility requirements for many of its participants were stigmatizing; that is, being eligible (on welfare, for example) was often seen by employers as a negative indicator of productivity. Nevertheless, one evaluation found that the employment of disadvantaged youth was enhanced by the TJTC. Specifically, it found that when 23- to 24-year-olds were removed from eligibility for the TJTC by changes in 1989, employment of disadvantaged youths of that age fell by over 7 percent. A more recent study found that the immediate employment and wage effects of a payroll subsidy were positive, but relatively small and not sustained.

Review Questions

1. In a statement during the 1992 presidential campaign, one organization attempting to influence the political parties argued that the wages paid by U.S. firms in their Mexican plants were so low that they “have no relationship with worker productivity.” Comment on this statement using the principles of profit maximization.

2. Assume that wages for keyboarders (data entry clerks) are lower in India than in the United States. Does this mean that keyboarding jobs in the United States will be lost to India? Explain.

3. The Occupational Safety and Health Administration promulgates safety and health standards. These standards typically apply to machinery (capital), which is required to be equipped with guards, shields, and the like. An alternative to these standards is to require the employer to furnish personal protective devices to employees (labor)—such as earplugs, hard hats, and safety shoes. Disregarding the issue of which alternative approach offers greater protection from injury, what aspects of each alternative must be taken into account when analyzing the possible employment effects of the two approaches to safety?

4. Suppose that prisons historically have required inmates to perform, without pay, various cleaning and food preparation jobs within the prison. Now, suppose that prisoners are offered paid work in factory jobs within the prison walls and that the cleaning and food preparation tasks are now performed by nonprisoners hired to do them. Would you expect to see any differences in the technologies used to perform these tasks? Explain.

5. Years ago, Great Britain adopted a program that placed a tax—to be collected from employers—on wages in service industries. Wages in manufacturing industries were not taxed. Discuss the wage and employment effects of this tax policy.

6. Suppose the government were to subsidize the wages of all women in the population by paying their employers 50 cents for every hour they work. What would be the effect on the wage rate women received? What would be the effect on the net wage employers paid? (The net wage would be the wage women received less 50 cents.)

7. In the last two decades, the United States has been subject to huge increases in the illegal immigration of workers from Mexico, most of them unskilled, and the government has considered ways to reduce the flow. One policy is to impose larger financial penalties on employers who are discovered to have hired illegal immigrants. What effect would this policy have on the employment of unskilled illegal immigrants? What effect would it have on the demand for skilled “native” labor?

8. If anti-sweatshop movements are successful in raising pay and improving working conditions for apparel workers in foreign countries, how will these changes abroad affect labor market outcomes for workers in the apparel and retailing industries in the United States? Explain.

9. The unemployment rate in France is currently over 10 percent, and the youth (under age 25) unemployment rate is about 22 percent. Over the next few years, one million people on the unemployment rolls will be offered subsidized jobs (the government subsidy will go to employers who create new jobs, and the subsidy will be X euros per hour per employee hired). Use the theory studied in this course to analyze how wage subsidies to employers are likely to affect employment levels in France.
Problems

1. An experiment conducted in Tennessee found that the scores of second graders and third graders on standardized tests for reading, math, listening, and word study skills were the same in small classrooms (13 to 17 students) as in regular classrooms (22 to 25 students). Suppose that there is a school that had 90 third graders taught by four teachers that added two additional teachers to reduce class sizes. If the Tennessee study can be generalized, what is the marginal product of labor ($MPL$) of these two additional teachers?

2. The marginal revenue product of labor at the local sawmill is $MRP_L = 20 - 0.5L$, where $L$ = the number of workers. If the wage of sawmill workers is $10 per hour, then how many workers will the mill hire?

3. Suppose that the supply curve for lifeguards is $L_S = 20$, and the demand curve for lifeguards is $L_D = 100 - 20W$, where $L$ = the number of lifeguards and $W$ = the hourly wage. Graph both the demand and supply curves. Now, suppose that the government imposes a tax of $1 per hour per worker on companies hiring lifeguards. Draw the new (after-tax) demand curve in terms of the employee wage. How will this tax affect the wage of lifeguards and the number employed as lifeguards?

4. The output of workers at a factory depends on the number of supervisors hired (see the following table). The factory sells its output for $0.50 each, it hires 50 production workers at a wage of $100 per day, and it needs to decide how many supervisors to hire. The daily wage of supervisors is $500, but output rises as more supervisors are hired, as shown in the table. How many supervisors should it hire?

<table>
<thead>
<tr>
<th>Supervisors</th>
<th>Output (Units per Day)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>11,000</td>
</tr>
<tr>
<td>1</td>
<td>14,800</td>
</tr>
<tr>
<td>2</td>
<td>18,000</td>
</tr>
<tr>
<td>3</td>
<td>19,500</td>
</tr>
<tr>
<td>4</td>
<td>20,200</td>
</tr>
<tr>
<td>5</td>
<td>20,600</td>
</tr>
</tbody>
</table>

5. (Appendix) The Hornsby Corporation produces yo-yos at its factory. Both its labor and capital markets are competitive. Wages are $12 per hour, and yo-yo-making equipment (a computer-controlled plastic extruding machine) rents for $4 per hour. The production function is $q = 40K^{0.25}L^{0.75}$, where $q$ = boxes of yo-yos per week, $K$ = hours of yo-yo equipment used, and $L$ = hours of labor. Therefore, $MP_L = 30K^{0.25}L^{-0.25}$ and $MP_K = 10K^{-0.75}L^{0.75}$. Determine the cost-minimizing capital-labor ratio at this firm.

6. The following table shows the number of cakes that could be baked daily at a local bakery, depending on the number of bakers.

<table>
<thead>
<tr>
<th>Number of Bakers</th>
<th>Number of Cakes</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>18</td>
</tr>
<tr>
<td>3</td>
<td>23</td>
</tr>
<tr>
<td>4</td>
<td>27</td>
</tr>
</tbody>
</table>

a. Calculate the $MP_L$.
b. Do you observe the law of diminishing marginal returns? Explain.
c. Suppose each cake sells for $10. Calculate the $MRP_L$.
d. Draw the $MRP_L$ curve, which is the demand curve for bakers.
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e. If each baker is paid $80 per day, how many bakers will the bakery owner hire, given that the goal is to maximize profits? How many cakes will be baked and sold each day?

7. (Appendix) Creative Dangles is an earring design and manufacturing company. The production function for earrings is \( Q = 25KL \), where \( Q \) = pairs of earrings per week, \( K \) = hours of equipment used, and \( L \) = hours of labor. Workers are paid $8 per hour, and the equipment rents for $8 per hour.

a. Determine the cost-minimizing capital-labor ratio at this firm.

b. How much does it cost to produce 10,000 pairs of earrings?

c. Suppose the rental cost of equipment decreases to $6 per hour. What is the new cost-minimizing capital-labor ratio?

8. The demand curve for gardeners is \( G_D = 19 - W \), where \( G \) = the number of gardeners, and \( W \) = the hourly wage. The supply curve is \( G_S = 4 + 2W \).

a. Graph the demand curve and the supply curve. What is the equilibrium wage and equilibrium number of gardeners hired?

b. Suppose the town government imposes a $2 per hour tax on all gardeners. Indicate the effect of the tax on the market for gardeners. What is the effect on the equilibrium wage and the equilibrium number of gardeners hired? How much does the gardener receive? How much does the customer pay? How much does the government receive as tax revenue?

Selected Readings


This chapter describes verbally the derivation of a firm’s labor demand curve. This appendix will present the same derivation graphically. This graphical representation permits a more rigorous derivation, but our conclusion that demand curves slope downward in both the short and the long run will remain unchanged.

The Production Function

Output can generally be viewed as being produced by combining capital and labor. Figure 3A.1 illustrates this production function graphically and depicts several aspects of the production process.

Consider the convex curve labeled $Q = 100$. Along this line, every combination of labor ($L$) and capital ($K$) produces 100 units of output ($Q$). That is, the combination of labor and capital at point $A$ ($L_a, K_a$) generates the same 100 units of output as the combinations at points $B$ and $C$. Because each point along the $Q = 100$ curve generates the same output, that curve is called an isocost ($iso =$ “equal”; $quant =$ “quantity”).

Two other isoquants are shown in Figure 3A.1 ($Q = 150, Q = 200$). These isoquants represent higher levels of output than the $Q = 200$ curve. The fact that these isoquants indicate higher output levels can be seen by holding labor constant at $L_b$ (say) and then observing the different levels of capital. If $L_b$ is combined with $K_a$ in capital, 100 units of $Q$ are produced. If $L_b$ is combined with $K_b$, 150 units are produced ($K_b$ is greater than $K_a$). If $L_b$ is combined with even more capital ($K_b$, say), 200 units of $Q$ could be produced.

Note that the isoquants in Figure 3A.1 have negative slopes, reflecting an assumption that labor and capital are substitutes. If, for example, we cut capital from $K_a$ to $K_b$, we could keep output constant (at 100) by increasing labor from $L_a$ to $L_b$. Labor, in other words, could be substituted for capital to maintain a given production level.
Finally, note the convexity of the isoquants. At point \( A \), the \( Q = 100 \) isoquant has a steep slope, suggesting that to keep \( Q \) constant at 100, a given decrease in capital could be accompanied by a modest increase in labor. At point \( C \), however, the slope of the isoquant is relatively flat. This flatter slope means that the same given decrease in capital would require a much larger increase in labor for output to be held constant. The decrease in capital permitted by a given increase in labor while output is being held constant is called the marginal rate of technical substitution (MRTS) between capital and labor. Symbolically, the MRTS can be written as

\[
\text{MRTS} = \frac{\Delta K}{\Delta L} |_{Q} \tag{3.1A}
\]

where \( \Delta \) means “change in” and \( Q \) means “holding output constant.” The MRTS is negative because if \( L \) is increased, \( K \) must be reduced to keep \( Q \) constant.

Why does the absolute value of the MRTS diminish as labor increases? When labor is highly used in the production process and capital is not very prevalent (point \( C \) in Figure 3A.1), there are many jobs that capital can do. Labor is easy to replace; if capital is increased, it will be used as a substitute for labor in parts of the production process where it will have the highest payoff. As capital becomes progressively more utilized and labor less so, the few remaining workers will be
doing jobs that are hardest for a machine to do, at which point it will take a lot of capital to substitute for a worker.\footnote{Here is one example. Over time, telephone operators (who used to place long-distance calls) were replaced by a very capital-intensive direct-dialing system. Those operators who remain employed, however, perform tasks that are the most difficult for a machine to perform—handling collect calls, dispensing directory assistance, and acting as troubleshooters when problems arise.}

**Demand for Labor in the Short Run**

This chapter argues that firms will maximize profits in the short run ($K$ fixed) by hiring labor until labor’s marginal product ($MP_L$) is equal to the real wage ($W/P$). The reason for this decision rule is that the real wage represents the cost of an added unit of labor (in terms of output), while the marginal product is the output added by the extra unit of labor. As long as the firm, by increasing labor ($K$ fixed), gains more in output than it loses in costs, it will continue to hire employees. The firm will stop hiring when the marginal cost of added labor exceeds $MP_L$.

The requirement that in order for profits to be maximized means that the firm’s labor demand curve in the short run (in terms of the real wage) is identical to its $MP_L$ schedule (refer to Figure 3.1). Remembering that the $MP_L$ is the extra output produced by one-unit increases in the amount of labor employed, holding capital constant, consider the production function displayed in Figure 3A.2. Holding capital constant at $K_a$, the firm can produce 100 units of $Q$ if it employs labor equal to $L_a$. If labor is increased to $L_a'$, the firm can produce 50 more units of $Q$; if labor is increased from $L_a'$ to $L_a''$, the firm can produce an additional 50 units. Notice, however, that the required increase in labor to get the latter 50 units of added output, $L_a'' - L_a'$, is larger than the extra labor required to produce the first 50-unit increment ($L_a' - L_a$). This difference can only mean that as labor is increased when $K$ is held constant, each successive labor hour hired generates progressively smaller increments in output. Put differently, Figure 3A.2 graphically illustrates the diminishing marginal productivity of labor.

Why does labor’s marginal productivity decline? This chapter explains that labor’s marginal productivity declines because, with $K$ fixed, each added worker has less capital (per capita) with which to work. Is this explanation proven in Figure 3A.2? The answer is, regrettably, no. Figure 3A.2 is drawn assuming diminishing marginal productivity. Rerumbering the isoquants could produce a different set of marginal productivities. (To see this, change $Q = 150$ to $Q = 200$, and change $Q = 200$ to $Q = 500$. Labor’s marginal productivity would then rise.) However, the logic that labor’s marginal product must eventually fall as labor is increased, holding buildings, machines, and tools constant, is compelling. Further, as this chapter points out, even if $MP_L$ rises initially, the firm will stop hiring labor only in the range where $MP_L$ is declining; as long as $MP_L$ is above $W/P$ and rising, it will pay to continue hiring.

The assumptions that $MP_L$ declines eventually and that firms hire until $MP_L = W/P$ are the bases for the assertion that a firm’s short-run demand curve
for labor slopes downward. The graphical, more rigorous derivation of the demand curve in this appendix confirms and supports the verbal analysis in the chapter. However, it also emphasizes more clearly than a verbal analysis can that the downward-sloping nature of the short-run labor demand curve is based on an assumption—however reasonable—that $MP_L$ declines as employment is increased.

### Demand for Labor in the Long Run

Recall that a firm maximizes its profits by producing at a level of output ($Q^*$) where marginal cost equals MR. That is, the firm will keep increasing output until the addition to its revenues generated by an extra unit of output just equals the marginal cost of producing that extra unit of output. Because MR, which is equal to output price for a competitive firm, is not shown in our graph of the production function, the profit-maximizing level of output cannot be determined. However, continuing our analysis of the production function can illustrate some important aspects of the demand for labor in the long run.

### Conditions for Cost Minimization

In Figure 3A.3, profit-maximizing output is assumed to be $Q^*$. How will the firm combine labor and capital to produce $Q^*$? It can maximize profits only if it produces $Q^*$ in the least expensive way; that is, it must minimize the costs of
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producing $Q^*$. To better understand the characteristics of cost minimization, refer to the three isoexpenditure lines—$AA$, $BB$, $DD$—in Figure 3A.3. Along any one of these lines, the costs of employing labor and capital are equal.

For example, line $AA$ represents total costs of $1,000. Given an hourly wage ($W$) of $10 per hour, the firm could hire 100 hours of labor and incur total costs of $1,000 if it used no capital (point $A'$). In contrast, if the price of a unit of capital ($C$) is $20, the firm could produce at a total cost of $1,000 by using 50 units of capital and no labor (point $A$). All the points between $A$ and $A'$ represent combinations of $L$ and $K$ that at $W = 10$ and $C = 20$, cost $1,000 as well.

The problem with the isoexpenditure line of $AA$ is that it does not intersect the isoquant $Q^*$, implying that $Q^*$ cannot be produced for $1,000. At prices of $W = 10$ and $C = 20$, the firm cannot buy enough resources to produce output level $Q^*$ and hold total costs to $1,000. The firm can, however, produce $Q^*$ for a total cost of $2,000. Line $DD'$, representing expenditures of $2,000, intersects the $Q^*$ isoquant at points $X$ and $Y$. The problem with these points, however, is that they are not cost-minimizing; $Q^*$ can be produced for less than $2,000.

Since isoquant $Q^*$ is convex, the cost-minimizing combination of $L$ and $K$ in producing $Q^*$ will come at a point where an isoexpenditure line is tangent to the isoquant (that is, just barely touches isoquant $Q^*$ at only one place). Point $Z$, where labor equals $L_z$ and capital equals $K_z$, is where $Q^*$ can be produced at minimal cost, given that $W = 10$ and $C = 20$. No lower isoexpenditure curve touches the isoquant, meaning that $Q^*$ cannot be produced for less than $1,500.

An important characteristic of point $Z$ is that the slope of the isoquant at point $Z$ and the slope of the isoexpenditure line are the same (the slope of a curve at a given point is the slope of a line tangent to the curve at that point). The slope
of the isoquant at any given point is the $MRTS$ as defined in equation (3A.1). Another way of expressing equation (3A.1) is

$$MRTS = \frac{-\Delta K/\Delta Q}{\Delta L/\Delta Q} \quad (3A.2)$$

Equation (3A.2) directly indicates that the $MRTS$ is a ratio reflecting the reduction of capital required to decrease output by one unit if enough extra labor is hired so that output is tending to increase by one unit. (The $\Delta Q$s in equation (3A.2) cancel each other and keep output constant.) Pursuing equation (3A.2) one step further, the numerator and denominator can be rearranged to obtain the following:²

$$MRTS = \frac{-\Delta K/\Delta Q}{\Delta L/\Delta Q} = \frac{-\Delta Q/\Delta L}{\Delta Q/\Delta K} = -\frac{MP_L}{MP_K} \quad (3A.3)$$

where $MP_L$ and $MP_K$ are the marginal productivities of labor and capital, respectively.

The slope of the $isoexpenditure$ line is equal to the negative of the ratio $W/C$ (in Figure 3A.3, $W/C$ equals 10/20, or 0.5).³ Thus, at point $Z$, where $Q^*$ is produced in the minimum-cost fashion, the following equality holds:

$$MRTS = -\frac{MP_L}{MP_K} = -\frac{W}{C} \quad (3A.4)$$

Equation (3A.4) is simply a rearranged version of equation (3.8c).⁴

The economic meaning, or logic, behind the characteristics of cost minimization can most easily be seen by stating the $MRTS$ as $-\frac{\Delta K/\Delta Q}{\Delta L/\Delta Q}$ (see equation 3A.2) and equating this version of the $MRTS$ to $-\frac{W}{C}$:

$$\frac{\Delta K/\Delta Q}{\Delta L/\Delta Q} = -\frac{W}{C} \quad (3A.5)$$

or

$$\frac{\Delta K}{\Delta Q} \cdot C = \frac{\Delta L}{\Delta Q} \cdot W \quad (3A.6)$$

²This is done by making use of the fact that dividing one number by a second one is equivalent to multiplying the first by the inverse of the second.
³Note that 10/20 = 75/150, or $OB/0B'$.
⁴The negative signs on each side of equation (3A.4) cancel each other and can therefore be ignored.
Equation (3A.6) makes it plain that to be minimizing costs, the cost of producing an extra unit of output by adding only labor must equal the cost of producing that extra unit by employing only additional capital. If these costs differed, the company could reduce total costs by expanding its use of the factor with which output can be increased more cheaply and cutting back on its use of the other factor. Any point where costs can still be reduced while $Q$ is held constant is obviously not a point of cost minimization.

**The Substitution Effect**

If the wage rate, which was assumed to be $10 per hour in Figure 3A.3, goes up to $20 per hour (holding $C$ constant), what will happen to the cost-minimizing way of producing output of $Q^*$? Figure 3A.4 illustrates the answer that common sense would suggest: total costs rise, and more capital and less labor are used to produce $Q^*$. At $W = 20$, 150 units of labor can no longer be purchased if total costs are to be held to $1,500; in fact, if costs are to equal $1,500, only 75 units of labor can be hired. Thus, the isoexpenditure curve for $1,500 in costs shifts from $BB'$ to $BB''$ and is no longer tangent to isoquant $Q^*$. $Q^*$ can no longer be produced for $1,500, and the cost of producing $Q^*$ will rise. In Figure 3A.4, we assume the least-cost expenditure rises to $2,250 (isoexpenditure line $EE'$ is the one tangent to isoquant $Q^*$).

---

**Figure 3A.4**

Cost Minimization in the Production of $Q^*$
(Wage = $20 per Hour; Price of a Unit of Capital = $20)
Moreover, the increase in the cost of labor relative to capital induces the firm to use more capital and less labor. Graphically, the old tangency point of Z is replaced by a new one (Z'), where the marginal productivity of labor is higher relative to $MP_K$, as our discussions of equations (3.8c) and (3A.4) explained. Point Z' is reached (from Z) by adding more capital and reducing employment of labor. The movement from $L_Z$ to $L'_Z$ is the substitution effect generated by the wage increase.

**The Scale Effect**

The fact that $Q^*$ can no longer be produced for $1,500, but instead involves at least $2,250 in costs, will generally mean that it is no longer the profit-maximizing level of production. The new profit-maximizing level of production will be less than $Q^*$ (how much less cannot be determined unless we know something about the product demand curve).

Suppose that the profit-maximizing level of output falls from $Q^*$ to $Q^{**}$, as shown in Figure 3A.5. Since all isoexpenditure lines have the new slope of 21 when $W = $20 and $C = $20, the cost-minimizing way to produce $Q^{**}$ will lie on an isoexpenditure line parallel to $EE'$. We find this cost-minimizing way to produce $Q^{**}$ at point $Z''$, where an isoexpenditure line ($FF'$) is tangent to the $Q^{**}$ isoquant.
The overall response in the employment of labor to an increase in the wage rate has been a fall in labor usage from $L_z$ to $L_z''$. The decline from $L_z$ to $L_z'$ is called the substitution effect, as we have noted. It results because the proportions of $K$ and $L$ used in production change when the ratio of wages to capital prices ($W/C$) changes. The scale effect can be seen as the reduction in employment from $L_z'$ to $L_z''$, wherein the usage of both $K$ and $L$ is cut back solely because of the reduced scale of production. Both effects are simultaneously present when wages increase and capital prices remain constant, but as Figure 3A.5 emphasizes, the effects are conceptually distinct and occur for different reasons. Together, these effects lead us to assert that the long-run labor demand curve slopes downward.
In 1995, a heated debate broke out among economists and policymakers about the employment effects of minimum wage laws. Clearly, the standard theory developed in chapter 3 predicts that if wages are raised above their market level by a minimum wage law, employment opportunities will be reduced as firms move up (and to the left) along their labor demand curves. Two prominent labor economists, however, after reviewing previous work on the subject and doing new studies of their own, published a 1995 book in which they concluded that the predicted job losses associated with increases in the minimum wage simply could not be observed to occur, at least with any regularity.¹

The book triggered a highly charged discussion of a long-standing question: just how responsive is employment demand to given changes in wages?² Hardly anyone doubts that jobs would be lost if mandated wage increases were huge, but how many are lost with modest increases?

The focus of this chapter is on the degree to which employment responds to changes in wages. The responsiveness of labor demand to a change in wage rates is normally measured as an elasticity, which in the case of labor demand is the percentage change in employment brought about by a 1 percent change in wages. We begin our analysis by defining, analyzing, and measuring own-wage and cross-wage elasticities. We then apply these concepts to analyses of minimum wage laws and the employment effects of technological innovations.

The Own-Wage Elasticity of Demand

The own-wage elasticity of demand for a category of labor is defined as the percentage change in its employment \((E)\) induced by a 1 percent increase in its wage rate \((W)\):

\[
\eta_{ii} = \frac{\% \Delta E_i}{\% \Delta W_i}
\]  
(4.1)

In equation (4.1), we have used the subscript \(i\) to denote category of labor \(i\), the Greek letter \(\eta\) (eta) to represent elasticity, and the notation \(\% \Delta\) to represent “percentage change in.” Since the previous chapter showed that labor demand curves slope downward, an increase in the wage rate will cause employment to decrease; the own-wage elasticity of demand is therefore a negative number. What is at issue is its magnitude. The larger its absolute value (its magnitude, ignoring its sign), the larger the percentage decline in employment associated with any given percentage increase in wages.

Labor economists often focus on whether the absolute value of the elasticity of demand for labor is greater than or less than 1. If it is greater than 1, a 1 percent increase in wages will lead to an employment decline of greater than 1 percent; this situation is referred to as an elastic demand curve. In contrast, if the absolute value is less than 1, the demand curve is said to be inelastic: a 1 percent increase in wages will lead to a proportionately smaller decline in employment. If demand is elastic, aggregate earnings (defined here as the wage rate times the employment level) of individuals in the category will decline when the wage rate increases, because employment falls at a faster rate than wages rise. Conversely, if demand is inelastic, aggregate earnings will increase when the wage rate is increased. If the elasticity just equals \(-1\), the demand curve is said to be unitary elastic, and aggregate earnings will remain unchanged if wages increase.

Figure 4.1 shows that the flatter of the two demand curves graphed \((D_1)\) has greater elasticity than the steeper \((D_2)\). Beginning with any wage \((W,\) for example), a given wage change (to \(W',\) say) will yield greater responses in employment with demand curve \(D_1\) than with \(D_2\). To judge the different elasticities of response brought about by the same percentage wage increase, compare \((E_1 - E'_1)/E_1\) with \((E_2 - E'_2)/E_2\). Clearly, the more elastic response occurs along \(D_1\).

To speak of a demand curve as having “an” elasticity, however, is technically incorrect. Given demand curves will generally have elastic and inelastic ranges, and while we are usually interested only in the elasticity of demand in the range...
around the current wage rate in any market, we cannot fully understand elasticity without comprehending that it can vary along a given demand curve.

To illustrate, suppose we examine the typical straight-line demand curve that we have used so often in chapters 2 and 3 (see Figure 4.2). One feature of a straight-line demand curve is that at each point along the curve, a unit change in wages induces the same response in terms of units of employment. For example, at any point along the demand curve shown in Figure 4.2, a $2 decrease in wages will increase employment by 10 workers.

However, the same responses in terms of unit changes along the demand curve do not imply equal percentage changes. To see this point, look first at the upper end of the demand curve in Figure 4.2 (the end where wages are high
and employment is low). A $2 decrease in wages when the base is $12 represents a 17 percent reduction in wages, while an addition of 10 workers when the starting point is also 10 represents a 100 percent increase in demand. Demand at this point is clearly **elastic**. However, if we look at the same unit changes in the lower region of the demand curve (low wages, high employment), demand there is inelastic. A $2 reduction in wages from a $4 base is a 50 percent reduction, while an increase of 10 workers from a base of 50 is only a 20 percent increase. Since the percentage increase in employment is smaller than the percentage decrease in wages, demand is seen to be inelastic at this end of the curve.

Thus, the upper end of a straight-line demand curve will exhibit greater elasticity than the lower end. Moreover, a straight-line demand curve will actually be elastic in some ranges and inelastic in others (as shown in Figure 4.2).

### The Hicks–Marshall Laws of Derived Demand

The factors that influence own-wage elasticity can be summarized by the Hicks–Marshall laws of derived demand—four laws named after two distinguished British economists, John Hicks and Alfred Marshall, who are closely associated with their development. These laws assert that, other things equal, the own-wage elasticity of demand for a category of labor is high under the following conditions:

1. When the price elasticity of demand for the product being produced is high.
2. When other factors of production can be easily substituted for the category of labor.
3. When the supply of other factors of production is highly elastic (that is, usage of other factors of production can be increased without substantially increasing their prices).
4. When the cost of employing the category of labor is a large share of the total costs of production.

Not only are these laws generally valid as an empirical proposition, but the first three can be shown to always hold. There are conditions, however, under which the final law does not hold.

In seeking to explain why these laws hold, it is useful to act as if we could divide the process by which an increase in the wage rate affects the demand for labor into two steps. First, an increase in the wage rate increases the relative cost of the category of labor in question and induces employers to use less of it and more of other inputs (the **substitution effect**). Second, when the wage increase causes the marginal costs of production to rise, there are pressures to

---

increase product prices and reduce output, causing a fall in employment (the *scale effect*). The four laws of derived demand each deal with substitution or scale effects.

**Demand for the Final Product** We noted above that wage increases cause production costs to rise and tend to result in product price increases. The greater the price elasticity of demand for the final product, the larger the percentage decline in output associated with a given percentage increase in price—and the greater the percentage decrease in output, the greater the percentage loss in employment (other things equal). Thus, *the greater the elasticity of demand for the product, the greater the elasticity of demand for labor*.

One implication of this first law is that, other things equal, the demand for labor at the *firm* level will be more elastic than the demand for labor at the *industry*, or market, level. For example, the product demand curves facing *individual* carpet-manufacturing companies are highly elastic because the carpet of company X is a very close substitute for the carpet of company Y. Compared with price increases at the *firm* level, however, price increases at the *industry* level will not have as large an effect on demand because the closest substitutes for carpeting are hardwood, ceramic, or some kind of vinyl floor covering—none a very close substitute for carpeting. (For the same reasons, the labor demand curve for a monopolist is less elastic than for an individual *firm* in a competitive industry. Monopolists, after all, face *market* demand curves for their product because they are the only seller in the particular market.)

Another implication of this first law is that wage elasticities will be higher in the *long run* than in the *short run*. The reason for this is that price elasticities of demand in product markets are higher in the long run. In the short run, there may be no good substitutes for a product or consumers may be locked into their current stock of consumer durables. After a period of time, however, new products that are substitutes may be introduced, and consumers will begin to replace durables that have worn out.

**Substitutability of Other Factors** As the wage rate of a category of labor increases, firms have an incentive to try to substitute other, now relatively cheaper, inputs for the category. Suppose, however, that there were no substitution possibilities; a given number of units of the type of labor *must* be used to produce one unit of output. In this case, there is no reduction in employment due to the substitution effect. In contrast, when substitution possibilities do present themselves, a reduction in employment owing to the substitution effect will accompany whatever reductions are caused by the scale effect. Hence, other things equal, *the easier it is to substitute other factors of production, the greater the wage elasticity of labor demand*.

Limitations on substitution possibilities need not be solely technical ones. For example, as we shall see in chapter 13, unions often try to limit substitution
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possibilities by including specific work rules in their contracts (e.g., minimum crew size for railroad locomotives). Alternatively, the government may legislate limitations by specifying minimum employment levels for safety reasons (e.g., each public swimming pool in New York State must always have a lifeguard present). Such restrictions make the demand for labor less elastic, but substitution possibilities that are not feasible in the short run may well become feasible over longer periods of time. For example, if the wages of railroad workers went up, companies could buy more powerful locomotives and operate with larger trains and fewer locomotives. Likewise, if the wages of lifeguards rose, cities might build larger, but fewer, swimming pools. Both adjustments would occur only in the long run, which is another reason the demand for labor is more elastic in the long run than in the short run.

The Supply of Other Factors

Suppose that, as the wage rate increased and employers attempted to substitute other factors of production for labor, the prices of these other factors were bid up. This situation might occur, for example, if we were trying to substitute capital equipment for labor. If producers of capital equipment were already operating their plants near capacity, so that taking on new orders would cause them substantial increases in costs because they would have to work their employees overtime and pay them a wage premium, they would accept new orders only if they could charge a higher price for their equipment. Such a price increase would dampen firms’ “appetites” for capital and thus limit the substitution of capital for labor.

For another example, suppose an increase in the wages of unskilled workers caused employers to attempt to substitute skilled employees for unskilled employees. If there were only a fixed number of skilled workers in an area, their wages would be bid up by employers. As in the prior example, the incentive to substitute alternative factors would be reduced, and the reduction in unskilled employment due to the substitution effect would be smaller. In contrast, if the prices of other inputs did not increase when employers attempted to increase their use, other things equal, the substitution effect—and thus the wage elasticity of labor demand—would be larger.

Note again that prices of other inputs are less likely to be bid up in the long run than in the short run. In the long run, existing producers of capital equipment can expand their capacity and new producers can enter the market. Similarly, in the long run, more skilled workers can be trained. This observation is an additional reason the demand for labor will be more elastic in the long run.

The Share of Labor in Total Costs

Finally, the share of the category of labor in total costs is crucial to the size of the elasticity of labor demand. If the category’s initial share were 20 percent, a 10 percent increase in the wage rate, other things equal, would raise total costs by 2 percent. In contrast, if its initial
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share were 80 percent, a 10 percent increase in the wage rate would increase total costs by 8 percent. Since employers would have to increase their product prices by more in the latter case, output and employment would fall more in that case. Thus, the greater the category’s share in total costs, the greater the wage elasticity of demand.4

Estimates of Own-Wage Labor Demand Elasticities

We now turn to the results of studies that estimate own-wage demand elasticities for labor as a generic input (that is, labor undifferentiated by skill level). The estimates we discuss are based on studies that utilize wage, output, and employment data from firms or narrowly defined industries. Thus, the employment responses being estimated approximate those that would be expected to occur in a firm that had to raise wages to remain competitive in the labor market. These estimates are suggestive of what might be a “typical” response but, of course, are not indicative of what would happen with any particular firm.

As our analysis has indicated, employers’ labor demand responses to a wage change can be broken down into two components: a scale effect and a substitution effect. These two effects can themselves be expressed as elasticities, and their sum is the own-wage labor demand elasticity. In Table 4.1, we display the results of estimates of (a) the short-run scale effect, (b) the substitution effect, and (c) the overall elasticity of demand for labor in the long run.

The scale effect (expressed as an elasticity) is defined as the percentage change in employment associated with a given percentage change in the wage, holding production technology constant; that is, it is the employment response that occurs without a substitution effect. By definition, the short-run labor demand elasticity includes only the scale effect, although we noted earlier that the scale effect is likely to be greater in the long run than it is in the short run (owing to greater possibilities for product market substitutions in the long run). Therefore, estimates of short-run labor demand elasticities will be synonymous with the short-run scale effect, which may approximate the long-run scale effect if product market substitutions are relatively swift. A study using data from British manufacturing plants estimated the short-run, own-wage labor demand elasticity to be 0.53 (see

4An exception to the law occurs when it is easier for employers to substitute other factors of production for the category of labor than it is for customers to substitute other products for the product being produced; in this case, the law is reversed. Suppose, for example, that the elasticity of product demand among a firm’s customers were zero; in this case, a rising wage rate would create only a substitution effect. With a larger labor share, and thus a higher ratio of labor to capital, the percentage fall in labor usage as wages rise will tend to be smaller, thus causing the elasticity of demand for labor to be smaller. For more on the effects of labor’s share on the elasticity of demand, see Saul D. Hoffman, “Revisiting Marshall’s Third Law: Why Does Labor’s Share Interact with the Elasticity of Substitution to Decrease the Elasticity of Labor Demand?” Journal of Economic Education 40 (Fall 2009): 437–445.
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Table 4.1). The short-run labor demand curve for a typical firm or narrowly defined sector, therefore, would appear to be inelastic.

The substitution effect, when expressed as an elasticity, is the percentage change in employment associated with a given percentage change in the wage rate, holding output constant. That is, it is a measure of how employers change their production techniques in response to wage changes, even if output does not change (that is, even if the scale effect is absent). It happens that substitution effects are easier to credibly estimate, so there are many more studies of these effects. One careful summary of 32 studies estimating substitution-effect elasticities placed the average estimated elasticity at \(-0.45\) (which is what is displayed in Table 4.1), with most estimates falling into the range of \(-0.15\) to \(-0.75\).\(^5\)

With the short-run scale elasticity and the substitution elasticity each very close to \(-0.5\), it is not surprising that estimates of the long-run overall elasticity of demand for labor are close to unitary in magnitude. Table 4.1 indicates that a study of plants across several British industries estimated an own-wage elasticity of \(-0.93\), whereas another of British coal mines placed the elasticity of demand for labor in the range of \(-1.0\) to \(-1.4\).\(^6\) Thus, these estimates suggest that if the wages a firm must pay rise by 10 percent, the firm’s employment will shrink by close to 10 percent in the long run, other things being equal (that is, unless something else occurs that also affects the demand for labor).


\(^6\)A more recent analysis of the wages and employment of American women in the period following World War II estimates that the overall elasticity of demand for their labor was very similar—in the range of \(-1.0\) to \(-1.5\). See Daron Acemoglu, David H. Autor, and David Lyle, “Women, War and Wages: The Effect of Female Labor Supply on the Wage Structure at Midcentury,” *Journal of Political Economy* 112 (June 2004): 497–551. Estimates of the own-wage elasticity of demand for skilled and unskilled manufacturing labor in Germany are somewhat lower (\(-0.6\) to \(-1.3\)); see John T. Addison, Lutz Bellmann, Thorsten Schank, and Paulino Teixeira, “The Demand for Labor: An Analysis Using Matched Employer–Employee Data from the German LIAB. Will the High Unskilled Worker Own-Wage Elasticity Please Stand Up?” *Journal of Labor Research*, 29 (June 2008): 114–137.
Applying the Laws of Derived Demand: Inferential Analysis

Because empirical estimates of demand elasticities that may be required for making particular decisions are often lacking, it is frequently necessary to guess what these elasticities are likely to be. In making these guesses, we can apply the laws of derived demand to predict at least relative magnitudes for various types of labor. Consider first the demand for unionized New York City garment workers. As we shall discuss in chapter 13, because unions are complex organizations, it is not always possible to specify what their goals are. Nevertheless, it is clear that most unions value both wage and employment opportunities for their members. This observation leads to the simple prediction that, other things equal, the more elastic the demand for labor, the smaller the wage gain that a union will succeed in winning for its members. The reason for this prediction is that the more elastic the demand curve, the greater the percentage employment decline associated with any given percentage increase in wages. As a result, we can expect the following:

1. Unions would win larger wage gains for their members in markets with inelastic labor demand curves.
2. Unions would strive to take actions that reduce the wage elasticity of demand for their members’ services.
3. Unions might first seek to organize workers in markets in which labor demand curves are inelastic (because the potential gains to unionization are higher in these markets).

Because of foreign competition, the price elasticity of demand for the clothing produced by New York City garment workers is extremely high. Furthermore, employers can easily find other inputs to substitute for these workers—namely, lower-paid nonunion garment workers in the South or in other countries. These facts lead one to predict that the wage elasticity of demand for New York City unionized garment workers is very high. Consequently, union wage demands have historically been moderate. The union has also sought to reduce the elasticity of product demand by supporting policies that reduce foreign competition, and it has pushed for higher federal minimum wages to reduce employers’ incentives to move their plants to the South. (For another illustration of how an elastic product demand inhibits union wage increases, see Example 4.1.)

Next, consider the wage elasticity of demand for unionized airplane pilots in the United States. Only a small share of the costs of operating large airplanes goes to pay pilots’ salaries; such salaries are dwarfed by fuel and capital costs. Furthermore, substitution possibilities are limited; there is little room to substitute unskilled labor for skilled labor (although airlines can substitute capital for labor by reducing the number of flights they offer while increasing the size of airplanes). In addition, before the deregulation of the airline industry in 1978, many airlines faced no competition on many of their routes or were prohibited from reducing their prices to compete with other airlines that flew the same routes. These factors all suggest that the wage elasticity of demand for airline pilots was quite low (inelastic). As one might expect, pilots’ wages were also quite high because their
EXAMPLE 4.1

Why Are Union Wages So Different in Two Parts of the Trucking Industry?

The trucking industry’s “general freight” sector, made up of motor carriers that handle nonspecialized freight requiring no special handling or equipment, is split into two distinct segments. One type of general freight carrier exclusively handles full truck-loads (TLs), taking them directly from a shipper to a destination. The other type of carrier handles less-than-truckload (LTL) shipments, which involve multiple shipments on each truck and an intricate coordination of pickups and deliveries. These two segments of the general freight industry have vastly different elasticities of product demand; thus, the union that represents truck drivers has a very different ability to raise wages (without suffering unacceptable losses of employment) in each segment.

The TL part of the industry has a product market that is very competitive, because it is relatively easy for firms or individuals to enter the market; one needs only a truck, the proper driver’s license, and access to a telephone (to call a freight broker, who matches available drivers with shipments needing delivery). Because this part of the industry has many competing firms, with the threat of even more if prices rise, each firm faces a relatively elastic product demand curve.

Firms specializing in LTL shipments must have a complex system of coordinated routes running between and within cities, and they must therefore be large enough to support their own terminals for storing and transferring shipments from one route to another. The LTL segment of the industry is not easily entered and thus is partially monopolized. From 1980 to 1995—a time period over which the number of TL carriers tripled—virtually the only new entrants into the LTL market were regional subsidiaries of pre-existing national carriers! To contrast competition in the two product markets somewhat differently, in 1987, the four largest LTL carriers accounted for 37 percent of total LTL revenues, while the four largest TL carriers accounted for only 11 percent of TL revenues.

The greater extent of competition in the TL part of the industry implies that at the firm level, product demand is more elastic there than in the LTL sector; other things being equal, then, we would expect the labor demand curve to also be more elastic in the TL sector. Because unions worry about potential job losses when negotiating with carriers about wages, we would expect to find that union wages are lower in the TL than in the LTL part of the industry. In fact, a 1991 survey revealed that the union mileage rates (drivers are typically compensated on a cents-per-mile basis) were dramatically different in the two sectors:

**TL sector**

- Average union rate: 28.4 cents per mile
- Ratio, union to nonunion rate: 1.23

**LTL sector**

- Average union rate: 35.8 cents per mile
- Ratio, union to nonunion rate: 1.34

The above data support the theoretical implication that a union’s power to raise wages is greater when product (and therefore labor) demand is relatively inelastic. In the less-competitive LTL segment of the trucking industry, union drivers’ wages are higher, both absolutely and relative to nonunion wages, than they are in the more competitive TL sector.

union could push for large wage increases without fear that these increases would substantially reduce pilots’ employment levels. However, after airline deregulation, competition among airline carriers increased substantially, leading to a more elastic labor demand for pilots. As a result, many airlines “requested,” and won, reduced wages from their pilots.

![The Cross-Wage Elasticity of Demand](image)

Because firms may employ several categories of labor and capital, the demand for any one category can be affected by price changes in the others. For example, if the wages of carpenters rose, more people might build brick homes and the demand for masons might increase. An increase in carpenters’ wages might decrease the overall level of home building in the economy, however, which would decrease the demand for plumbers. Finally, changes in the price of capital could increase or decrease the demand for workers in all three trades.

The direction and magnitude of the above effects can be summarized by examining the elasticities of demand for inputs with respect to the prices of other inputs. The elasticity of demand for input \( j \) with respect to the price of input \( k \) is the percentage change in the demand for input \( j \) induced by a 1 percent change in the price of input \( k \). If the two inputs are both categories of labor, these cross-wage elasticities of demand are given by

\[
\eta_{jk} = \frac{\% \Delta E_j}{\% \Delta W_k}
\]

and

\[
\eta_{kj} = \frac{\% \Delta E_k}{\% \Delta W_j}
\]

where, again, the Greek letter \( \eta \) is used to represent the elasticity. If the cross-elasticities are positive (with an increase in the price of one “category” increasing the demand for the other), the two are said to be gross substitutes. If these cross-elasticities are negative (and an increase in the price of one “category” reduces the demand for the other), the two are said to be gross complements (refer back to Figure 3.3).

It is worth reiterating that whether two inputs are gross substitutes or gross complements depends on the relative sizes of the scale and substitution effects. To see this, suppose we assume that adults and teenagers are substitutes in production. A decrease in the teenage wage will thus have opposing effects on adult employment. On the one hand, there is a substitution effect: for a given level of output, employers will now have an incentive to substitute teens for adults in the production process and reduce adult employment. On the other hand, there is
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a scale effect: a lower teenage wage reduces costs and provides employers with an incentive to increase employment of all inputs, including adults.

If the scale effect proves to be smaller than the substitution effect, adult employment will move in the same direction as teenage wages, and the two groups will be gross substitutes. In contrast, if the scale effect is larger than the substitution effect, adult employment and teenage wages will move in opposite directions, and the two groups will be gross complements. Knowing that two groups are substitutes in production, then, is not sufficient to tell us whether they are gross substitutes or gross complements.7

Because economic theory cannot indicate in advance whether two given inputs will be gross substitutes or gross complements, the major policy questions about cross-wage elasticities of demand relate to the issue of their sign; that is, we often want most to know whether a particular cross-elasticity is positive or negative. Before turning to a review of actual findings, we analyze underlying forces that determine the signs of cross-elasticities.

Can the Laws of Derived Demand Be Applied to Cross-Elasticities?

The Hicks–Marshall laws of derived demand are based on four technological or market conditions that determine the size of own-wage elasticities. Each of the four conditions influences the substitution or the scale effect, and as noted above, the relative strengths of these two effects are also what determine the sign of cross-elasticities. The laws that apply to own-wage elasticities cannot be applied directly to cross-elasticities, because with cross-elasticities, the substitution effect (if there is one) and the scale effect work in opposite directions. The same underlying considerations, however, are basic to an analysis of cross-elasticities.

As we discuss these four considerations in the context of cross-elasticities, it will be helpful to have an example in mind. Let us return, then, to the question of what might happen to the demand for adult workers if the wages of teenage workers were to fall. As noted above, the answer depends on the relative strengths of the scale and substitution effects. What determines the strength of each?

The Scale Effect  The most immediate effect of a fall in the wages of teenagers would be reduced production costs for those firms that employ them. Competition in the product market would ensure that lower costs are followed by price reductions, which should stimulate increases in both product demand and the level of output. Increased levels of output will tend to cause increases in employment of all kinds of workers, including adults. This chain of events obviously describes

7As noted in chapter 3, if two groups are complements in production, a decrease in the price of one should lead to increased employment of the other. Complements in production are always gross complements.
behavior underlying the scale effect, and we now investigate what conditions are likely to make for a strong (or weak) scale effect.

The initial cost (and price) reductions would be greater among those employers for whom teenage wages constituted a higher proportion of total costs. Other things equal, greater price reductions would result in greater increases in both product demand and overall employment. Thus, the share of total costs devoted to the productive factor whose price is changing will influence the size of the scale effect. The larger this share, other things equal, the greater the scale effect (and the more likely it is that gross complementarity will exist). This tendency is analogous to the fourth Hicks–Marshall law discussed earlier; the difference is that with cross-elasticities, the factor whose price is changing is not the same as the one for which employment changes are being analyzed.

The other condition that greatly influences the size of the scale effect is product demand elasticity. In the earlier case of teenage wage reductions, the greater the increase in product demand when firms reduce their prices, the greater the tendency for employment of all workers, including adults, to increase. More generally, the greater the price elasticity of product demand, other things equal, the greater the scale effect (and thus the greater the likelihood of gross complementarity). The effects of product demand elasticity are thus similar for both own-wage and cross-wage elasticities.

**The Substitution Effect** After teenage wages fall, firms will also have incentives to alter their production techniques so that teenagers are more heavily used. Whether the greater use of teenagers causes an increase or some loss of adult jobs partially depends on a technological question: are teenagers and adults substitutes or complements in production? If they are complements in production, the effect on adults of changing productive techniques will reinforce the scale effect and serve to unambiguously increase adult employment (meaning, of course, that adults and teenagers would be gross complements). If they are substitutes in production, however, then changing productive techniques involves using a higher ratio of teenagers to adults, and the question then becomes whether this substitution effect is large or small relative to the scale effect.

A technological condition affecting the size of the substitution effect is a direct carryover from the second Hicks–Marshall law discussed previously: the substitution effect will be greater when the category of labor whose price has changed is easily substituted for other factors of production. When analyzing the effects on adult employment of a decline in the teenage wage, it is evident that when teenagers are more easily substituted for adults, the substitution effect (and therefore the chances of gross substitutability between the two categories of labor) will be greater.

Another condition influencing the size of the substitution effect associated with a reduction in the teenage wage relates to the labor supply curve of adults. If the adult labor supply curve were upward-sloping and rather steep, then adult wages would tend to fall as teenagers were substituted for adults and the demand curve for adults shifted left. This fall would blunt the substitution effect, because
adults would also become cheaper to hire. Conversely, if the adult labor supply curve were relatively flat, adult wages would be less affected by reduced demand and the substitution effect would be less blunted. As in the case of own-wage elasticities, more-elastic supply curves of substitute inputs also lead to a greater substitution effect, other things equal, in the case of cross-wage elasticities.8

Estimates Relating to Cross-Elasticities

Estimating at least the *sign* of cross-wage labor demand elasticities is useful for answering many public-policy questions. For example, if we were to reduce the teenage minimum wage, how would this affect the demand for adult labor? If *capital* were to be subsidized, how would this affect the demand for *labor*? Or, to take a hotly debated issue in recent years (and one we will return to in chapter 10), when *immigrant* labor becomes cheaper and more available, what are the likely effects on the demand for various grades of *native* labor? These questions, of course, are really asking whether the pairs of inputs italicized in each sentence are gross complements or gross substitutes.

While the major policy interest is whether two inputs are *gross* complements or *gross* substitutes, obtaining credible estimates is challenging (because it is difficult to estimate scale effects). Therefore, most of the cross-wage empirical studies to date focus on whether two factors are substitutes or complements in production. These studies estimate the employment response for one category of labor to a wage or price change elsewhere, *holding output constant* (which in effect allows us to focus just on changes in the mix of factors used in production). The factors of production paired together for analysis in these studies are numerous and the results are not always clear-cut; nevertheless, the findings taken as a whole offer at least a few generalizations:9

1. Labor and energy are clearly substitutes in production, although their degree of substitutability is small. Labor and materials are probably substitutes in production, with the degree of substitutability again being small.
2. Skilled labor and unskilled labor are substitutes in production.10

---

8The share of the teenage wage bill in total costs influences the substitution effect as well as the scale effect in the example we are analyzing. For example, if teenage labor costs were a very large fraction of total costs, the possibilities for further substitution of teenagers for adults would be rather limited (this can be easily seen by considering an example in which teenagers constituted 100 percent of all production costs). Thus, while a larger share of teenagers in total cost would make for a relatively large scale effect, it also could reflect a situation in which the possibilities of substituting teenagers for adults are smaller than they would otherwise be.


3. We are not certain whether either skilled or unskilled labor is a substitute for or a complement with capital in the production process. What does appear to be true is that skilled (or well-educated) labor is more likely to be complementary with capital than is unskilled labor—and that if they are both substitutes for capital, the degree of substitutability is smaller for skilled labor.\(^{11}\)

4. The finding summarized in 3 above suggests that skilled labor is more likely than unskilled labor to be a gross complement with capital. This finding is important to our understanding of recent trends in the earnings of skilled and unskilled workers (see chapter 15), because the prices of computers and other high-tech capital goods have fallen dramatically in the past decade or so.

5. The finding in 3 above also implies that if the wages of both skilled and unskilled labor were to rise by the same percentage, the magnitude of any employment loss associated with the substitution effect (as capital is substituted for labor) will be greater for the unskilled. Thus, we expect that, other things equal, own-wage labor demand elasticities will be larger in magnitude for unskilled than for skilled workers.

---

**Policy Application: Effects of Minimum Wage Laws**

**History and Description**

The Fair Labor Standards Act of 1938 was the first major piece of protective labor legislation adopted at the national level in the United States. Among its provisions were a minimum wage rate, below which hourly wages could not be reduced, an overtime-pay premium for workers who worked long workweeks, and restrictions on the use of child labor. When initially adopted, the minimum wage was set at $0.25 an hour and covered roughly 43 percent of all nonsupervisory wage and salary workers—primarily those employed in larger firms involved in interstate commerce (manufacturing, mining, and construction). Both the basic minimum wage and coverage under the minimum wage have expanded over time. Indeed, as of 2009, the minimum wage was set at $7.25 an hour and roughly 90 percent of all nonsupervisory workers were covered by its provisions.

It is important to emphasize that the minimum wage rate is specified in *nominal* terms and not in terms *relative* to some other wage or price index. As illustrated in Figure 4.3, the nominal wage rate has usually been raised only once every few years. Until the early 1980s, newly legislated minimum wage rates were typically at least 45 percent of the average hourly wage in manufacturing. During the years between legislation, productivity growth and inflation caused

manufacturing wages to rise, with the result that the minimum wage has often fallen by 10 or more percentage points relative to the manufacturing wage before being raised again. In the last two decades, even the newly legislated minimums were below 40 percent of the average manufacturing wage. Under a law passed by Congress in 2007, which set the minimum wage at $5.85 and called for it to rise to $7.25 over a two-year period, the minimum wage in 2009 was again about 40 percent of the average manufacturing wage.

**Employment Effects: Theoretical Analysis**

Since the minimum wage was first legislated, a concern has been that it will reduce employment, especially among the groups it is intended to benefit. In the face of downward-sloping labor demand curves, a policy that compels firms to raise the wages paid to all low-wage workers can be expected to reduce employment opportunities for the least skilled or least experienced. Furthermore, if the percentage loss of employment among low-wage workers is greater than the percentage increase in their wages—that is, if the demand curve for low-wage
workers is *elastic*—then the *aggregate* earnings of low-wage workers could be made smaller by an increase in the minimum wage.

In evaluating the findings of research on the employment effects of minimum wages, we must keep in mind that good research must be guided by good theory. Theory provides us with a road map that directs our explorations into the real world, and it suggests several issues that must be addressed by any research study of the minimum wage.

**Nominal versus Real Wages** Minimum wage levels in the United States have been set in nominal terms and adjusted by Congress only sporadically. The result is that general price inflation gradually lowers the real minimum wage during the years between congressional action, so what appears to be a fixed minimum wage turns out to have constantly changing incentives for employment.

Also, the federal minimum wage in the United States is uniformly applied to a large country characterized by regional differences in prices. Taking account of regional differences in prices or wages, we find that the real minimum wage in Alaska (where wages and prices are very high) is lower than it is in Mississippi. Recognizing that there are regional differences in the real minimum wage leads to the prediction that employment effects of a uniformly applied minimum wage law generally will be most adverse in regions with the lowest costs of living. (Researchers must also take into account the fact that many states have their own minimum wage laws, many having minimums that exceed the federal minimum.)

**Holding Other Things Constant** Predictions of job loss associated with higher minimum wages are made *holding other things constant*. In particular, the prediction grows out of what is expected to happen to employment as one moves up and to the left along a *fixed* labor demand curve. If the labor demand curve were to shift at the same time that a new minimum becomes effective, the employment effects of the shift could be confounded with those of the new minimum.

Consider, for example, Figure 4.4, where, for simplicity, we have omitted the labor supply curve and focused on only the demand side of the market. Suppose that \( D_0 \) is the demand curve for low-skilled labor in year 0, in which year the real wage is \( W_0/P_0 \) and the employment level is \( E_0 \). Further assume that in the absence of any change in the minimum wage, the money wage and the price level would both increase by the same percentage over the next year, so that the real wage in year 1 (\( W_1/P_1 \)) would be the same as that in year 0.

Now, suppose that in year 1, two things happen. First, the minimum wage rate is raised to \( W_2 \), which is greater than \( W_1 \), so that the real wage increases to \( W_2/P_1 \). Second, because the economy is expanding, the demand for low-skilled labor shifts out to \( D_1 \). The result of these two changes is that employment increases from \( E_0 \) to \( E_1 \).

Comparisons of observed employment levels at two points of time have led some investigators to conclude that minimum wage increases had no adverse employment effects. However, this simple before/after comparison is not the correct one if labor demand has shifted, as in Figure 4.4. Rather, we should ask, “How did the actual employment level in period 1 compare with the level that would have
prevailed in the absence of the increase in the minimum wage?” Since demand grew between the two periods, this hypothetical employment level would have been $E_{1H}$. Because $E_{1H}$ is greater than $E_1$, the actual level of employment in period 1, there is a loss of jobs ($E_{1H} - E_1$) caused by the minimum wage. In a growing economy, then, the expected effect of a one-time increase in the minimum wage is to reduce the rate of growth of employment. Controlling for all the “other things” besides wages that affect labor demand turns out to be the major difficulty in measuring employment changes caused by the minimum wage.

**Effects of Uncovered Sectors** The federal minimum wage law, like many government regulations, has an uncovered sector. Coverage has increased over the years, but the law still does not apply to some nonsupervisory workers (mainly those in small firms in the retail trade and service industries). Also, with millions of employers and limited resources for governmental enforcement, noncompliance with the law may be widespread, creating another kind of noncoverage.\(^\text{12}\) The existence of uncovered sectors significantly affects how the overall employment of low-wage workers will respond to increases in the minimum wage.

Consider the labor market for unskilled, low-wage workers that is depicted in Figure 4.5. The market has two sectors. In one, employers must pay wages equal to at least the minimum wage of $W_1$; wages in the uncovered sector are free to vary with market conditions. While the total labor supply to both markets taken as a whole is fixed at $E_T$ (that is, the total labor supply curve is vertical), workers can freely move from one sector to the other seeking better job offers. Free movement between sectors suggests that in the absence of minimum wage regulations, the wage in each sector will be the same. Referring to Figure 4.5, let

us assume that this “pre-minimum” wage is $W_0$ and that total employment of $E_T$ is broken down into $E_C^0$ in the covered sector plus $E_U^0$ in the uncovered sector.

If a minimum wage of $W_1$ is imposed on the covered sector, all unskilled workers will prefer to work there. However, the increase in wages in that sector, from $W_0$ to $W_1$, reduces demand, and covered-sector employment will fall from $E_C^0$ to $E_C^1$. Some workers who previously had, or would have found, jobs in the covered sector must now seek work in the uncovered sector. Thus, to the $E_C^0$ workers formerly working in the uncovered sector are added $E_C^0 - E_C^1$ other workers seeking jobs there. Hence, all unskilled workers in the market who are not lucky enough to find “covered jobs” at $W_1$ must now look for work in the uncovered sector, and the (vertical) supply curve to that sector becomes $E_U^1 = E_T - E_C^1$. The increased supply of workers to that sector drives down the wage there from $W_0$ to $W_2$.

The presence of an uncovered sector thus suggests the possibility that employment among unskilled workers will be rearranged, but not reduced, by an increase in the minimum wage. In the above example, all $E_T$ workers remained employed after the minimum was imposed. Rather than reducing overall employment of the unskilled, then, a partially covering minimum wage law might serve to shift employment out of the covered to the uncovered sector, with the further result that wages in the uncovered sector would be driven down.

The magnitude of any employment shift from the covered to the uncovered sector, of course, depends on the size of the latter; the smaller it is, the lower are the chances that job losers from the covered sector will find employment there. Whatever the size of the uncovered sector, however, its very presence means that

\[ E_U^1 = E_T - E_C^1 \]

13 Under some circumstances, it may be rational for these unemployed workers to remain unemployed for a while and to search for jobs in the covered sector. We shall explore this possibility of “wait unemployment”—which is discussed by Jacob Mincer in “Unemployment Effects of Minimum Wage Changes,” *Journal of Political Economy* 84 (August 1976): S87–S104—in chapter 13. At this point, we simply note that if it occurs, unemployment will result.
the overall loss of employment is likely to be less than the loss of employment in the covered sector.

**Intersectoral Shifts in Product Demand** The employment effects of a wage change are the result of scale and substitution effects. Substitution effects stem from changes in how firms choose to produce, while scale effects are rooted in consumer adjustments to changes in product prices. Recall that faced with a given increase (say) in the minimum wage, firms’ increases in costs will generally be greater when the share of low-wage labor in total costs is greater; thus, the same increase in the minimum wage can lead to rather different effects on product prices among different parts of the covered sector. Furthermore, if these subsectors compete with each other for customers, it is possible that scale effects of the increased wage will serve to *increase* employment among some firms in the covered sector.

Suppose, for example, that convenience stores sell items that supermarkets also carry and that a minimum wage law raises the wages paid to low-skilled workers in both kinds of stores. If low-skilled labor costs are a higher fraction of total costs in convenience stores than they are in supermarkets, then, other things equal, the minimum wage law would raise costs in convenience stores by a greater percentage. With prices of items increasing more in convenience stores than in supermarkets, consumers would tend to shift some of their convenience store purchases to supermarkets. Thus, the minimum wage increase could have an ambiguous effect on employment in supermarkets. On the one hand, increased costs of unskilled workers in supermarkets would create scale and substitution effects that cause employment to decline. On the other hand, because they may pick up business formerly going to convenience stores, supermarkets may experience a scale effect that could work to increase their demand for labor.

**Employment Effects: Empirical Estimates**

While the initial employment effects of adopting a minimum wage in the United States were readily observed (see Example 4.2), the effects of more recent increases are not as obvious—and must therefore be studied using sophisticated statistical techniques. The demographic group for which the effects of minimum wages are expected to be most visible is composed of teenagers—a notoriously low-paid group!—but studies of how mandated wage increases have affected their employment have produced no consensus.

Widely reviewed and replicated studies of employment changes in the fast-food industry, for example, disagree on whether employment was affected at all by minimum wage increases in the early 1990s.\(^{14}\) A study that reviewed and

---

The reviews cited in footnote 2 suggest that the elasticity of teenage employment with respect to changes in the minimum wage generally falls into the range of $-0.2$ to $-0.6$. Dividing these elasticities by the estimated elasticity of response in the average teen wage to changes in the minimum wage (the percentage change in the average teen wage divided by the percentage change in the minimum wage was in the range of $0.32$ to $0.48$) yields estimates of the elasticity of the labor demand curve for teenagers. A recent study suggests that most of the effects of minimum wages on teenage employment are observed in temporary jobs or new hires; see Jeffrey P. Thompson, “Using Local Labor Market Data to Re-Examine the Employment Effects of the Minimum Wage,” *Industrial and Labor Relations Review* 62 (April 2009): 343–366.

**Example 4.2**

The Employment Effects of the First Federal Minimum Wage

When the federal minimum wage first went into effect, on October 24, 1938, it was expected to have a substantial impact on the economy of the South, where wages were much lower than in the rest of the country. An examination of one of the largest manufacturing industries in the South, seamless hosiery, verifies these predictions.

It is readily apparent that the new minimum wage was binding in the seamless hosiery industry. By 1940, nearly one-third of the labor force earned within 2.5 cents per hour of the minimum wage (which was then 32.5 cents per hour). A longitudinal survey of 87 firms shows that employment, which had been rising, reversed course and started to fall, even though overall demand for the product and production levels were rising. Employment fell by 5.5 percent in southern mills but rose by 4.9 percent in northern mills. Even more strikingly, employment fell by 17 percent in mills that had previously paid less than the new minimum wage, while it stayed virtually the same at higher-wage mills.

Before the passage of the minimum wage, there had been a slow movement from the use of hand-transfer to converted-transfer knitting machines. (A converted-transfer machine had an attachment to enable automated production for certain types of work.) The minimum wage seems to have accelerated this trend. In the first two years of the law’s existence, there was a 23 percent decrease in the number of hand-transfer machines, a 69 percent increase in converted-transfer machines, and a 10 percent increase in fully automatic machines. In addition, the machines were used more intensively than before. A night shift was added at many mills, and these workers did not receive extra pay for working this undesirable shift. Finally, total imports of seamless hosiery surged by about 27 percent within two years of the minimum wage’s enactment.


updated prior estimates of how overall teenage employment has responded to increases in the minimum wage, however, found negative effects on employment. Once account is taken of the extent to which minimum wage increases raised the average wage of teenagers, the implications of this latter study are that the elasticity of demand for teenagers is in the range of $-0.4$ to $-1.9$.

A recent estimate of how increases in the minimum wage affects employment for all low-wage workers, not just teenagers, suggests an own-wage labor demand elasticity that is considerably lower. This study looked at the employment status of those who were at or near the minimum wage right before it increased and then looked at their employment status a year later. The estimated

15The reviews cited in footnote 2 suggest that the elasticity of teenage employment with respect to changes in the minimum wage generally falls into the range of $-0.2$ to $-0.6$. Dividing these elasticities by the estimated elasticity of response in the average teen wage to changes in the minimum wage (the percentage change in the average teen wage divided by the percentage change in the minimum wage was in the range of $0.32$ to $0.48$) yields estimates of the elasticity of the labor demand curve for teenagers. A recent study suggests that most of the effects of minimum wages on teenage employment are observed in temporary jobs or new hires; see Jeffrey P. Thompson, “Using Local Labor Market Data to Re-Examine the Employment Effects of the Minimum Wage,” *Industrial and Labor Relations Review* 62 (April 2009): 343–366.
decline in the probability of employment implied that the labor demand curve facing these workers has an own-wage elasticity of roughly $-0.15$.16

With some studies estimating no effect on employment, and with many of those that do estimating an own-wage labor demand elasticity well below unity (the average we saw in Table 4.1), we remain notably uncertain about how employment among low-wage workers responds to increases in the minimum wage. We will come back to this issue in chapter 5 and offer a possible reason for why mandated wage increases might have a smaller and more uncertain effect on labor demand than wage increases generated by market forces.

**Does the Minimum Wage Fight Poverty?**

Aside from the potentially adverse effects on employment opportunities for low-wage workers, two other reasons suggest that the minimum wage is a relatively ineffective instrument to reduce poverty. First, many who live in poverty are not affected by the minimum wage, either because they are not employed or because their wages, while low, are already above the minimum. For example, one study of the minimum wage increases in 1990–1991 divided the distribution of family incomes into 10 equally sized groups (deciles). Among adults in the lowest decile, 80 percent were below the poverty line (given the size of their families), yet only about one-quarter of them worked; of those who did work, less than one-third earned wages that were less than the new minimum!17 Thus, even without any loss of employment opportunities, less than 10 percent of those in the lowest income decile stood to benefit from the 1990–1991 increases in the minimum wage.

Second, many of those most affected by the minimum wage are teenagers, who may not reside in poor families. The study cited earlier found that only 19 percent of the estimated earnings increases generated by the higher minimum wage went to families with incomes below the poverty line, while over 50 percent of the increases went to families whose incomes were at least twice the poverty level.

---

16David Neumark, Mark Schweitzer, and William Wascher, “The Effects of Minimum Wages Throughout the Wage Distribution,” *Journal of Human Resources* 39 (Spring 2004): 425–450. This study finds that the elasticity of employment with respect to changes in the minimum wage for those at the minimum is $-0.12$, while the elasticity of their wages to changes in the minimum is $+0.8$; dividing $-0.12$ by $0.8$ equals the estimated demand elasticity of $-0.15$.

“Living Wage” Laws

Perhaps because the federal minimum wage is relatively low and has not been changed very often, roughly 100 cities, counties, and school districts in the United States have adopted “living wage” ordinances. These ordinances apply to a subset of employers within their jurisdictions and impose wage floors that are higher than either federal or state minimum wages on these employers. The affected employers are generally those performing contracts with the local government, although in some cases, the ordinances also apply to employers receiving business assistance from the city or county. Living wage levels usually relate to the federal poverty guidelines, which in 2007 were $17,170 for a family of three and $20,650 for a family of four in the continental United States (it takes wages of $8.50 to $10 per hour to reach these poverty lines). In 2007, typical wage levels specified by living wage laws were in the range of $8 to $12 per hour.

The potentially beneficial effects of living wage ordinances for low-wage workers are obviously limited by the rather narrow group of employers to which they apply. The benefits are also reduced, of course, if these laws cause the affected employers to either reduce their employment levels or move their operations to cities that do not have living wage regulations.

Estimating the employment effects of adopting living wage laws, however, requires more than merely comparing employment changes in cities with and without such regulations, because the two groups of cities may have fundamentally different employment or wage trends. Cities with rapidly expanding employment opportunities, for example, may decide differently about adopting a living wage law than cities with stagnant or declining opportunities. Because these laws are relatively new, and because the best way to evaluate their employment effects is subject to debate, there is currently no consensus about how living wage ordinances affect employment.\(^{18}\)

---

**Applying Concepts of Labor Demand Elasticity to the Issue of Technological Change**

Technological change, which can encompass the introduction of new products and production techniques as well as changes in technology that serve to reduce the cost of capital (for example, increases in the speed of computers), is frequently viewed as a blessing by some and a curse by others. Those who view it positively point to

---

\(^{18}\) One promising way to estimate the employment effects is to compare employment changes in cities that implemented living wage laws with those in cities that passed such laws but saw them derailed by some outside force (the state legislature or a court decision). This approach is included in Scott Adams and David Neumark, “The Effects of Living Wage Laws: Evidence from Failed and Derailed Living Wage Campaigns,” *Journal of Urban Economics* 58 (September 2005): 177–202. For estimated employment effects of a city minimum wage, see Arindrajit Dube, Suresh Naidu, and Michael Reich, “The Economic Effects of a Citywide Minimum Wage,” *Industrial and Labor Relations Review* 60 (July 2007): 522–543.
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the enormous gains in the standard of living made possible by new technology, while those who see technological change as a threat often stress its adverse consequences for workers. Are the concepts underlying the elasticity of demand for labor useful in making judgments about the effects of technological change?

Product Demand Shifts There are two aspects of technological change that affect the demand for labor. One is product demand. Shifts in product demand curves will tend to shift labor demand curves in the same direction, and changes in the elasticity of product demand with respect to product price will tend to cause qualitatively similar changes in the own-wage elasticity of labor demand. The invention of new products (personal computers, for example) that serve as substitutes for old ones (typewriters) will tend to shift the labor demand curve in the older sector to the left, causing loss of employment in that sector. If greater product substitution possibilities are also created by these new inventions, the introduction of new products can increase the elasticity of product—and labor—demand. This increases the amount of job loss associated with collectively bargained wage increases, and it reduces the power of unions to secure large wage increases in the older sector. While benefiting consumers and providing jobs in the new sectors, the introduction of new products does necessitate some painful changes in established industries, as workers, unions, and employers must all adjust to a new environment.

Capital–Labor Substitution A second aspect of technological change is often associated with automation, or the substitution of capital for labor. For purposes of analyzing its effects on labor demand, this second aspect of technological change should be thought of as reducing the cost of capital. In some cases—the mass production of personal computers is one example—a fall in capital prices is what literally occurs. In other cases of technological change—the miniaturization of computer components, for example, which has made possible new production techniques—an invention makes completely new technologies available. When something is unavailable, it can be thought of as having an infinite price (it is not available at any price); therefore, the availability of a new technique is equivalent to observing a decline in its price to some finite number. In either case, with a decline in its cost, capital tends to be substituted for labor in the production process.

The sign of the cross-elasticity of demand for a given category of labor with respect to a fall in the price of capital depends on whether capital and the category of labor are gross substitutes or gross complements. If a particular category of labor is a substitute in production for capital, and if the scale effect of the reduced capital price is relatively weak, then capital and the category of labor are gross substitutes and automation reduces demand for workers in this category. For categories of labor that are not close substitutes for the new technology, however, the scale effect may dominate, and the two can be gross complements. Thus, the effect of automation on the demand for particular categories of labor can be either positive or negative.
Clearly, whether capital and a given type of labor are gross substitutes depends on several factors, all of which are highly specific to particular industries and production processes. Perhaps the most that can be said generally is that unskilled labor and capital are more likely to be substitutes in production than are skilled labor and capital, which some studies have identified as complements in production. Because factors of production that are complementary must be gross complements, technological change is more likely to increase the demand for skilled than for unskilled labor.\(^{19}\)

Before concluding that technological change is a threat to the unskilled, however, we must keep three things in mind. First, even factors that are substitutes in production can be gross complements (if scale effects are large enough). Second, substitution of capital for labor can destroy some jobs, but accompanying scale effects can create others, sometimes in the same industry.

Finally, although the fraction of all workers who are unskilled laborers has declined over the course of the last 100 years, this decline is not in itself convincing evidence of gross substitutability between capital and unskilled labor. The concepts of elasticity and cross-elasticity refer to changes in labor demand caused by changes in wages or capital prices, holding all else constant. That is, labor demand elasticities focus on the labor demand curve at a particular point in time. Actual employment outcomes over time are also influenced by labor supply behavior of workers. Thus, from simple observations of employment levels over time, it is impossible to tell anything about own-wage demand elasticities or about the signs or magnitudes of cross-elasticities of labor demand.

**Overall Effects of Technological Change** From the analysis above, it is clear that technological innovations affect the demand for labor through both the scale and substitution effects. In many public discussions of technological change, however, scale effects are overlooked, and the focus is placed on the substitution effect—sometimes in frightening words. For example, in a book titled *The Collapse of Work*, published in 1979, the authors referred to technological change as creating a “jobs holocaust” and called for policies designed to cope with “ever-increasing unemployment.”\(^{20}\) Because of the fears created by technological change, we need to pause and use economic analysis to consider whether technological change creates, for an entire society, more harm than good.

Fortunately, the fear that technological change creates a “jobs holocaust” has proven groundless. When *The Collapse of Work* was published, for example, 60 percent of adults in the United States were working, and among all those who

---
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wanted to work, 5.8 percent were unemployed. In 2008, after three decades of rapid technological innovation, the unemployment rate also stood at 5.8 percent (a bit above the average for the years 2000–2009), but 62 percent of American adults were working!

Technological change, however, does impose costs on some workers—those who face decreased demand for their services and must therefore bear the costs of changing jobs. These costs may involve wage loss, temporary unemployment, or the need to invest in learning new skills. But because technological innovation also enhances the demand for other workers and results in lower costs or greater product variety for consumers, it is natural to ask if there is a way to analyze whether the overall net effects of technological change are positive or negative. Put differently (and in the context of the normative principles outlined in chapter 1), can economic theory be used to tell us whether, within a society, the gainers gain more from technological change than the losers lose?

To begin our analysis, let us consider a society that has a fixed amount of labor and capital resources, and for the sake of simplicity, let us assume that these resources can be used to produce two goods: food and clothing. Figure 4.6 summarizes the production possibilities we assume for this simple society. If all labor and capital inputs were devoted to the production of food, 200 million units of food (and no clothing) could be produced (see point Y). Similarly, if all resources were devoted to the production of clothing, 100 million units of clothing (and no food) could be produced (point X). If, say, 50 percent of the resources were devoted to food and 50 percent to clothing, the society could produce 100 million units of food and 50 million units of clothing (point A). Limits on the combinations of food and clothing this society could produce are displayed in Figure 4.6 along line XY, which is called a “production possibilities curve.” All combinations along or below (southwest of) XY are possible; combinations above XY (to the northeast of it) cannot be produced.

In complex, modern societies, the actual mix of food and clothing produced can be decided by the government, by the market, or by some combination of the two. At one extreme, a centralized governmental bureaucracy could mandate how much food and clothing are to be produced; at the other, the decision could arise from the market interactions between consumers (demand) and producers (supply). Of course, even in a market setting, government could influence the mix of food and clothing produced—through taxes, subsidies, or regulations that alter the cost or methods of producing food and/or clothing.

Whatever the decision-making process, we normally assume that a society would want to choose a mix of food and clothing that lies on the production possibilities curve rather than a mix that lies below the curve. If, for example, a society were to choose the combination of food and clothing represented by point M in

---

21The production possibilities “curve” in Figure 4.6 is a straight line, which reflects the simplifying assumption that the ratio at which food can be “transformed” into clothing, and vice versa, never changes. This assumption is not necessary to the argument but does make it a bit easier to grasp initially.
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Figure 4.6, it would not be producing as much food or clothing as it could, given its technology and resources. In short, its resources would be under-utilized, and its consumers would not have available to them all the goods these resources would allow. Let us start our analysis, then, by supposing that the society depicted in Figure 4.6 chooses point A along XY and produces 100 million units of food and 50 million of clothing.

Now, imagine that someone invents a device that doubles the speed of the sewing process, making it possible to produce twice as much clothing with any level of inputs. Thus, if all resources were devoted to the production of clothing, this new device would permit the production of 200 million units of clothing (point Z)—a large increase over the old level of 100 million units. However, the new device does nothing to enhance the production of food, so if all resources were devoted to the production of food, this society could still produce only 200 million units of food. The new set of production possibilities is depicted by the blue line (ZY) in Figure 4.6.

Looking at Figure 4.6, it is obvious that the new technological invention expands the consumption possibilities for those in this society. They might choose to keep half of their resources allocated to food production and half to clothing production; if so, they could consume the same 100 million units of food but increase their clothing consumption from 50 to 100 million units (see point B in Figure 4.6). Alternatively, they could choose to keep clothing consumption at 50 million units, which with the new device now would require only 25 percent of society’s resources to produce, and devote 75 percent of their inputs to food; food production would then increase from 100 to 150 million units (see point C in the figure). Finally, instead of keeping the production of one good constant and increasing the other, they could choose to allocate inputs so that more of both goods are produced (see all the points between B and C).

Obviously, choosing any point other than B involves a reallocation of labor and capital between the food and clothing industries. Even if society were to continue allocating half of its resources to each industry, however, the new sewing technology might change the occupational requirements in the clothing industry—requiring that workers in that industry learn new skills or accept different employment conditions. The faster and more smoothly these inter- and intra-industry changes occur, the faster the move from the initial point on XY to a new point on ZY. For a society to actually obtain the increased production made possible by technological change, then, it must have policies or institutions that promote (or at least permit) the mobility of capital and labor.

To this point, our analysis of the effects of technological change has demonstrated that such change makes it possible for society to obtain more goods and services from its limited resources, thus potentially increasing average consumption per capita.22 But would greater average consumption levels be enough to
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22For ease of illustration, we have confined our analysis to the two goods of food and clothing—but the analysis and its conclusions are unaffected if we consider a society in which people can consume many goods or services, including leisure (see chapter 6).
guarantee that society as a whole gains from technological change? To answer this question, we must return to some principles of both positive and normative analysis introduced in chapter 1.

Economic theory assumes that individuals, as both workers and consumers, are attempting to maximize their utility. Furthermore, we usually assume utility is enhanced when individuals are able to consume more goods or services (including leisure; see footnote 22). Thus, one might think that when technological change increases the average consumption per capita, economic theory leads us to say that society has been made better off—but this is not completely correct.

Consider an (admittedly extreme) case in which the sole beneficiary of technological change is society’s richest person, who makes $100 billion per year, and the costs fall on one million low-wage workers, who each make $16,000 per year. If the rich person gains $5 billion from technological change, while costs of $4,000 fall on each of the one million low-wage workers (for a total of $4 billion in costs), society as a whole gains $1 billion in overall consumption. However, as explained below, this $1 billion gain could be associated with a loss in overall utility in society.\(^\text{23}\)

The gain to the rich person in our example represents 5 percent of his or her annual income, and with such a huge income to begin with, the addition of $5 billion may not add much to this person’s utility. The loss of $4,000 per worker for each of one million workers is equal to 25 percent of their annual income, and the associated loss of utility may—in the aggregate—be larger than the relatively small gains

\(^{23}\)See Richard Layard, “Happiness and Public Policy: A Challenge to the Profession,” Economic Journal 116 (March 2006): C24–33, for a discussion of recent psychologically based findings that people in wealthy economies are loss-averse; that is, their gains in utility from increases in income are smaller than their losses in utility from reduced income.
When a proposed labor market policy increases the cost of labor, we frequently want economists to tell us more than “It will reduce employment.” We want to know how much employment will be affected! Thus, for practical purposes, it is very helpful to have estimates of the elasticity of demand for labor.

Estimating the elasticity of demand for labor is actually very difficult, which helps account for how few studies of demand elasticity were cited in Table 4.1. First, we can only obtain credible estimates if we have data on wages and employment for groups of workers who are reasonably homogeneous in terms of their job requirements, their substitutability with capital, and the characteristics of product demand facing their employers. Given the diversity of firms that hire workers in a given occupation (security guards, for example, are hired by retailers, schools, and movie stars), homogeneity often requires analyzing groups so narrow that data are very difficult to obtain.

A second problem in estimating labor demand curves is that wages and employment are determined simultaneously by the interaction of supply and demand curves, and both curves show a (different) relationship between wages and employment. If we gather data just on wage and employment levels, we will not be able to tell whether we are estimating a demand curve, a supply curve, or neither! Consider Diagrams #1 and #2, which show wage \( W \) and employment \( E \) outcomes in the market for an occupation.

What we hope to do is illustrated in Diagram #1. There, the labor demand curve remains unchanged, but the supply curve shifts for some reason. All that is observed by the researcher are points \( a \) and \( b \), but connecting them traces out the demand curve (of course, credible estimates would require many more than two observations).
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Thus, if the demand curve is not shifting, we can “identify” it if we can observe a shifting supply curve. In reality, however, both supply and demand curves can shift over time (see Diagram #2). When both shift, drawing a line between points a and b traces out neither a supply nor a demand curve. How can we identify the demand curve when both are likely to be shifting?

First, we must have access to variables that cause the demand curve to shift; if we can control for factors that shift the demand curve over time, we—in a statistical sense—can shift it back to its original position and create a situation like that in Diagram #1.

Second, for the condition in Diagram #1 to be met, we must also find at least one variable that shifts the supply curve but does not affect demand. (Some variables, like real income levels, can theoretically affect both labor demand and labor supply curves. If all our “shift” variables are expected to affect both curves, we are back in the situation depicted by Diagram #2, where we cannot distinguish between the two curves!)

A study of the demand for coal miners in Britain (cited at the bottom of Table 4.1) offers an example of how to estimate a labor demand curve for a specific occupation. The occupation is found in one industry, which is very homogeneous in terms of product demand and employer technology, and time-series data on wages and employment were available for several years (the study used data from the 1950–1980 period). The researchers were able to gather data on factors that were expected to shift the labor demand curve (the price of oil, for example, which is a substitute for coal in generating electricity). They also had access to data on variables that were expected to shift the supply curve—including those (such as wages in alternative jobs miners might choose) that were expected to shift only the supply curve. The researchers were thus able to identify the labor demand function, and their use of regression analyses suggested that the labor demand elasticity (of employment changes with respect to wage changes) in British coal mining was $-1.0$ to $-1.4$.


to the rich person. The only way to ensure that society as a whole gains (in terms of utility) in this case is to require the gainer to compensate all the losers. If the person who gained were required to distribute $4 billion of the gains to those who bore the costs of change, the workers would end up being no worse off, and the gainer would still be ahead because of the $1 billion he or she gets to keep. Thus, after the compensation of losers takes place, a normative condition put forth in chapter 1 would hold: some would gain from technological change, and no one would lose.

To restate the normative principle outlined in chapter 1, we can be sure that society gains from any economic transaction—technological change in this case—only when all those who lose from it are fully compensated. Because most technological change occurs through decisions made by the millions of firms in the marketplace, what is needed to compensate those who lose jobs as a result of these decisions is a broad set of social insurance policies that can assist displaced
Review Questions

1. Suppose that the government raises the minimum wage by 20 percent. Thinking of the four Hicks–Marshall laws of derived demand as they apply to a particular industry, analyze the conditions under which job loss among teenage workers in that industry would be smallest.

2. California employers of more than 50 workers are now required to offer paid family leave for workers with newborn children. Under this law, businesses with more than 50 workers are required to hold a job for a worker who goes on paid leave for up to six weeks. When on leave, workers receive 55 percent of their normal pay. What are the likely responses on the demand (employer) side of the labor market? Include in your analysis a consideration of factors that would affect the size of these responses.

3. The federal government, in an effort to stimulate job growth, passes a law that gives a tax credit to employers who invest in new machinery and other capital goods. Applying the concepts underlying cross-elasticities, discuss the conditions under which employment gains in a particular industry will be largest.

4. The public utilities commission in a state lifts price controls on the sale of natural gas to manufacturing plants and allows utilities to charge market prices (which are 30 percent higher). What conditions would minimize the extent of manufacturing job loss associated with this price increase?

5. Many employers provide health insurance for their employees, but others—primarily small employers—do not. Suppose that the government wants to ensure that all employees are provided with health insurance coverage that meets or exceeds some standard. Suppose also that the government wants employers to pay for this coverage and is considering two options:

   Option A: An employer not voluntarily offering its employees acceptable coverage would be required to pay a tax of \( X \) cents per hour for each labor hour employed. The funds collected would support government-provided health coverage.

   Option B: Same as option A, except that the government-provided coverage would be financed by a tax collected as a fraction of the employer’s total revenues.

   Compare and contrast the labor market effects of each of the two options.

6. In 1942, the government promulgated regulations that prohibited the manufacture of many types of garments by workers who did the sewing, stitching, and knitting in their homes. If these prohibitions are repealed so that clothing items may now be...
made either by workers in factories or by independent contractors doing work in their homes, what effect will this have on the labor demand curve for factory workers in the garment industry?

7. Briefly explain how the following programs would affect the elasticity of demand for labor in the steel industry:
   a. An increased tariff on steel imports.
   b. A law making it illegal to lay off workers for economic reasons.
   c. A boom in the machinery industry (which uses steel as an input)—causing production in that industry to rise.
   d. A decision by the owners of steel mills to operate each mill longer than has been the practice in the past.
   e. An increase in the wages paid by employers in the steel industry.
   f. A tax on each ton of steel produced.

Problems

1. Suppose that the demand for dental hygienists is \( L_D = 5000 - 20W \), where \( L \) = the number of dental hygienists and \( W \) = the daily wage. What is the own-wage elasticity of demand for dental hygienists when \( W = \$100 \) per day? Is the demand curve elastic or inelastic at this point? What is the own-wage elasticity of demand when \( W = \$200 \) per day? Is the demand curve elastic or inelastic at this point?

2. Professor Pessimist argues before Congress that reducing the size of the military will have grave consequences for the typical American worker. He argues that if 1 million individuals were released from the military and were instead employed in the civilian labor market, average wages in the civilian labor market would fall dramatically. Assume that the demand curve for civilian labor does not shift when workers are released from the military. First, draw a simple diagram depicting the effect of this influx of workers from the military. Next, using your knowledge of (i) the definition of the own-wage elasticity of labor demand, (ii) the magnitude of this elasticity for the economy as a whole, and (iii) the size of civilian employment in comparison with this flood from the military, graph these events and estimate the magnitude of the reduction in wages for civilian workers as a whole. Do you concur with Professor Pessimist?

3. Suppose that the demand for burger flippers at fast-food restaurants in a small city is \( L_D = 300 - 20W \), where \( L \) = the number of burger flippers and \( W \) = the wage in dollars per hour. The equilibrium wage is \$4 per hour, but the government puts in place a minimum wage of \$5 per hour.
   a. How does the minimum wage affect employment in these fast-food restaurants? Draw a graph to show what has happened, and estimate the effects on employment in the fast-food sector.
   b. Suppose that in the city above, there is an uncovered sector where \( L_S = -100 + 80W \) and \( L_D = 300 - 20W \), before the minimum wage is put in place. Suppose that all the workers who lose their jobs as burger flippers due to the introduction of the minimum wage seek work in the uncovered sector. What happens to wages and employment in that sector? Draw a graph to show what happens, and analyze the effects on both wages and employment in the uncovered sector.
4. The following table gives the demand for labor at Homer’s Hideaway, a motel in a small town.

<table>
<thead>
<tr>
<th>Wage ($)</th>
<th>Number of Hours</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
</tr>
</tbody>
</table>

a. Draw the demand for labor curve.
b. Calculate the wage elasticity of demand at points along the demand curve. Indicate whether the elasticity is elastic, inelastic, or unitary elastic.
c. As you slide down along the demand curve, does the demand curve become more or less elastic?

5. Union A faces a demand curve in which a wage of $4 per hour leads to demand for 20,000 person-hours, and a wage of $5 per hour leads to demand for 10,000 person-hours. Union B faces a demand curve in which a wage of $6 per hour leads to demand for 30,000 person-hours, whereas a wage of $5 per hour leads to demand for 33,000 person-hours.

a. Which union faces the more elastic demand curve?
b. Which union will be more successful in increasing the total income (wages times person-hours) of its membership?

6. Calculate the own-wage elasticity of demand for occupations a, b, and c below. $E_D$ and $W$ are the original employment and wage. $E'_D$ and $W'$ are the new employment and wage. State whether the demand is elastic, inelastic, or unitary elastic.
a. $\%\Delta E_D = 5, \%\Delta W = -10$
b. $E_D = 50, W = 7$
   $E'_D = 40, W' = 8$
c. $E_D = 80, W = 8$
   $E'_D = 100, W' = 6$

7. When the cost of dough-making machines fell by 10 percent, the demand for assistant bakers fell by 15 percent. What is the cross-wage elasticity of demand for assistant bakers in this case? Are assistant bakers and dough-making machines gross substitutes or gross complements?

**Selected Readings**


To this point in our analysis of the labor market, we have treated the cost of labor to employers as having two characteristics. First, we have assumed that the wage rate employers must pay is given to them by the market; that is, the supply of labor curve to a firm has been assumed to be horizontal (at the market wage). An employer cannot pay less than the going wage, because if it did so, its workers would instantly quit and go to firms paying the going wage. Likewise, it can acquire all the labor it wants at the market wage, so paying more would only raise its costs and reduce its ability to compete in the product market (as noted in chapter 3, only firms with product-market monopolies could pay more than they have to and still survive). Individual employers in competitive product markets, then, have been seen as wage takers (not wage makers), and their labor market decisions have involved only how much labor and capital to employ.

Second, we have treated all labor costs as variable—that is, as being strictly proportional to the length of time the employee works. Variable labor costs, such as the hourly wage rate, recur every period and, of course, can be reduced if the hours of work are reduced. By assuming that all labor costs are variable, we have in effect assumed that firms can instantaneously adjust their labor input and associated costs as market conditions change.

The purpose of this chapter is to consider how the demand for labor is affected when we assume that both workers and firms find it costly to
make changes to their behavior when demand or supply conditions are altered. Because higher costs of change, generally speaking, will cause workers and firms to display more resistance to change, economists borrow (loosely) a concept from physics and talk about these costs as causing labor market “frictions.” In this chapter, we will analyze the implications of frictions in the labor market. That is, we will explore the implications of assuming that workers find it costly to change employers and that firms find it costly to hire or fire workers.

In the first section, we look at frictions on the employee side of the market, analyzing the labor market effects of employee costs when moving among employers. We will see that as the costs to workers of changing employers rise, the hiring decisions firms make differ from predictions of the competitive model—especially in the presence of government-mandated wages. We will also briefly investigate the implications of workers’ mobility costs for the observed correlations between wages and labor market experience, tenure with one’s employer, and unemployment.

In the final three sections of this chapter, we turn to an analysis of costs that employers bear when changing the level of employment. We will distinguish between variable labor costs, which are hourly in nature, and “quasi-fixed” costs that are associated only with the number of workers hired (including investments that firms make in hiring and training workers). The presence of quasi-fixed costs on the employer side of the market raises interesting questions we will address concerning firms’ use of overtime, their decisions to train some workers but not others, who is laid off during business downturns, the relationship between pay and productivity, and the effects on job growth of employment-protection laws.

Frictions on the Employee Side of the Market

In this section, we first analyze a major implication of assuming employees can move among employers in a costless way and the evidence against this implication. We then build a model of wage and employment decisions based on the assumption that employee mobility is costly, and we explore the labor market predictions of this model.

The Law of One Price

The simple model of the labor market based on the assumption of costless employee mobility among employers has a powerful, and testable, prediction: workers who are of equal skills within occupations will receive the same wage.¹ This

¹This prediction should be qualified by adding “if they are working in similar environments.” As we will discuss in chapter 8, we do expect that similar workers will be paid differently if they are working in cities with different costs of living, say, or if some work in more dangerous or unpleasant settings than others.
implication is known as the “law of one price,” and it rests squarely on the assumption that workers can move from employer to employer without delay and without cost. If a firm currently paying the market wage were to attempt to pay even a penny less per hour, this model assumes that it would instantly lose all its workers to firms paying the going wage. Furthermore, because an employer can obtain all the labor it wants at the going wage, none would get any advantage from paying more than the market. Thus, the market will assure that all workers with the same skill set will receive the same wages.

The problem with this prediction is that it does not seem to be supported by the facts. For example, how are we to explain that registered nurses in Albany, Madison, and Sacramento—all medium-sized state capitals with very comparable costs of living—received, on average, hourly wages of $28.87, $33.79, and $43.16 (respectively) in 2009? We may also question how the market could permit the wages of payroll and timekeeping clerks in employment services firms to average, at $15.71 per hour, 25 percent less than their counterparts working with furniture wholesalers.

If workers were completely mobile across employers, these geographic, inter-firm, or cross-industry wage differentials within occupations could not be maintained (unless, as we note in footnote 1, the working conditions at high-paying and low-paying firms are very different). Workers in these occupations who found themselves in low-wage firms would quit and move to the higher-wage firms, even if it meant changing the area in which they live or the industry in which they work. The fact that these wage differences are observed suggests that worker mobility is costly and, therefore, limited in some way.

It takes time and effort for nurses in Albany, for example, to find out that wages are higher in Sacramento—and once having found out, they will find it costly to apply, interview, move across country, and leave their friends and relatives in Albany. Similar costs will be borne by workers who may be candidates to move within the area in which they live to firms or industries paying higher wages; they must first go to the trouble of acquiring information and then bear the costs of applying and moving to a new employer.

---


Some of these mobility costs are monetary in nature (printing résumés, buying clothes for interviewing, hiring movers), but all employment changes also involve nonmonetary costs: the expenditure of time for completing applications and interviews, giving up valued nonwage benefits on one’s current job (flexible scheduling, specific job duties, employer location, opportunities to socialize with colleagues),\(^4\) and the stress of leaving the “known” for a new place of employment. It is important to note that workers are likely to differ in how they evaluate these nonmonetary costs, so some will find moving more aggravating (costly) than others.

Assuming that worker mobility is costly has profound theoretical implications rooted in the shape of the labor supply curve to individual employers. Instead of being horizontal, as assumed earlier, the supply of labor curve to firms becomes upward sloping when employee mobility is assumed to be costly. Consider the relationship shown by the solid line in Figure 5.1. If Firm A is paying, say, $9.25 per hour and decides to raise its wage to $9.50, it could increase the number of workers willing to work for it from \(E_0\) to \(E_H\). The higher wage would attract workers from other firms whose costs of moving are relatively low, and it would reduce the chances that any of its current employees will leave; however, this wage increase is unlikely to attract all the other workers in the market because some would find it too costly to change employers for this modest pay increase. Likewise, if Firm A were to reduce its wage to $9.00, the number of workers it can attract might go down to \(E_L\), as it is probable that it would lose some of its current workers but unlikely (because of mobility costs) that it would lose them all.

supply curve traced out by these responses to Firm A’s wage changes would look like the solid line in Figure 5.1.

How would increased costs of mobility affect the labor supply curve facing Firm A? With higher mobility costs, wage increases would yield smaller increases in labor supply, and wage decreases would result in smaller reductions in labor supply. To fix ideas, let us return to Figure 5.1. Suppose that a wage increase to $9.50 had increased supply to the firm only to EM and that a decrease to $9.00 would reduce labor supply only to EN. The labor supply curve these responses would generate is shown by the dashed-line curve in Figure 5.1, which is steeper—or less elastic—than the solid one (the elasticity of a labor supply curve is defined as the percentage change in labor supplied divided by the percentage change in the wage offered).

Thus, the higher workers’ mobility costs are, the steeper the labor supply curve facing a firm will tend to be. Conversely, as mobility costs fall, other things equal, the labor supply curve to firms will flatten and become more elastic. It is in the special case of zero mobility costs that the labor supply curve to individual firms becomes horizontal—and thus infinitely elastic—at the market wage. Interestingly, several recent studies of how the wage paid by a firm affects its employees’ likelihood of quitting, as well as its ability to recruit new applicants, suggest labor supply elasticities to individual employers that are far from infinite in magnitude.5

Monopsonistic Labor Markets: A Definition

Economists describe the presence of upward-sloping labor supply curves to individual employers as creating monopsonistic conditions in the labor market. Explaining why we use this terminology takes us back to chapter 2 and the distinction between supply of labor curves to a market as opposed to individual firms in the market.

A labor market monopsonist is, strictly speaking, a firm that is the only buyer of labor in its labor market: a coal mine in an isolated small town in West Virginia, for example, or a pineapple plantation on a tiny Hawaiian island. In both these cases, the employer faces (as the only employer in the market) the market supply of labor curve, which we noted in chapter 2 is upward-sloping. For example, if a coal mine operator in an isolated town wants to expand its labor supply, it cannot simply get workers at the going wage from competing mines in the local

5An entire recent issue of the Journal of Labor Economics 28 (April 2010) was devoted to articles on monopsonistic conditions in labor markets. Especially relevant to estimates of the labor supply curve facing employers are the articles by Douglas O. Staiger, Joanne Spetz, and Ciaran S. Phibbs, “Is There Monopsony in the Labor Market? Evidence from a Natural Experiment” (pp. 211–236); Torberg Falch, “The Elasticity of Labor Supply at the Establishment Level” (pp. 237–266); and Michael R. Ransom and David P. Sims, “Estimating the Firm’s Labor Supply Curve in a ‘New Monopsony’ Framework: Schoolteachers in Missouri” (pp. 331–356). The introduction to the issue by Orley C. Ashenfelter, Henry Farber, and Michael R. Ransom, “Modern Models of Monopsony in Labor Markets: A Brief Survey” (pp. 203–210) provides an excellent synopsis of the papers.
area (there are none). Instead, it will have to increase wages to (a) attract miners who must move in from out of town; (b) attract workers from other occupations whose preferences were such that, at the old, lower mining wage, they preferred to work at a job that was less dangerous or dusty; or (c) induce people currently out of the labor force to seek paid employment.

In chapter 3, we first developed the labor demand curve under the twin assumptions that both product and labor markets were competitive. Toward the end of the chapter, we briefly analyzed how product-market monopolies (only one seller of a product) affect the demand for labor, but we deferred the analysis of conditions under which the labor market is not competitive. We now return to our analysis of labor demand and consider the implications when the labor market is not completely competitive—that is, when mobility costs impede workers’ entry to, and exit from, various places of employment. We call such labor markets monopsonistic.

Before proceeding, however, we must emphasize that when we describe a labor market as monopsonistic, we are not thinking exclusively of the rather rare case of pure monopsony (single employers in isolated places). Indeed, our analysis of monopsonistic labor markets rests only on the assumption that the labor supply curves facing individual employers slope upward (and are not horizontal). In this analysis, it does not matter why these curves slope upward! Being the only employer in town is clearly one cause, but in the prior section, we argued that these curves slope upward because employees find it costly to change jobs—even when there are several potential employers for them in their labor market. Thus, despite the term monopsonistic, the analysis that follows applies to labor markets that have many employers in them.

**Profit Maximization under Monopsonistic Conditions**

Recall from chapter 3 that profit-maximizing firms will hire labor as long as an added worker’s marginal revenue product is greater than his or her marginal expense. Hiring will stop when marginal revenue product equals marginal expense. When it is assumed that extra workers can be attracted to the firm at the going wage rate (that is, when labor supply curves to firms are horizontal), then the marginal expense is simply equal to the wage rate. When firms face upward-sloping labor supply curves, however, the marginal expense of hiring labor exceeds the wage. Our purpose now is to analyze how both wages and employment are affected when the marginal expense of labor exceeds the wage rate.

**Why the Marginal Expense of Labor Exceeds the Wage Rate**  We start by considering why an upward-sloping labor supply curve causes the marginal expense of labor to exceed the wage rate. To see this, take the hypothetical example of a start-up firm that must attract employees from other employers. Its potential employees find it costly to change jobs, and for some, the costs are higher than for others. Therefore, the start-up firm faces an upward-sloping labor supply schedule like that represented in Table 5.1. If the firm wants to operate with 10 employees, it
would have to pay $8 per hour, but if it wants to attract 11 employees, it must pay $9—and if it wants 12 workers, it must pay $10 per hour.

Simple multiplication indicates that its hourly labor costs with 10 employees would be $80, but with 11 employees, it would be $99; thus, the marginal expense of adding the eleventh worker is $19. If the firm were to operate with 12 workers instead of 11, its hourly costs would rise from $99 to $120, for a marginal expense equal to $21. One can immediately see that the marginal expenses of $19 and $21 are far greater than the wages paid (of $10 and $11).

Why is the marginal expense in this case so much greater than the wage? In moving from 10 to 11 workers, for example, the firm would have to pay one dollar more per hour to each of the 10 it originally planned to hire and then pay $9 to the added worker—for a total of $19 in extra costs. The marginal expense, then, includes the wages paid to the extra worker (as was the case in chapter 3) plus the additional cost of raising the wage for all other workers.6

The hypothetical data in Table 5.1 are graphed in Figure 5.2. The (solid) supply curve in Figure 5.2 indicates, of course, the number of employees attracted to the firm at each wage level. In short, it represents, for the firm in question, the wage it must pay to get to each of the employment levels it is considering. The dashed line represents the marginal expense—the added cost of increasing the employment level by one worker. The marginal expense curve both lies above the supply curve and is steeper in slope (that is, goes up at a faster rate).7

---

6We are assuming here that the firm plans to offer its prospective workers the same wage and does not have the ability to find out which of its applicants would work for less. For a fuller discussion of this issue, with some empirical results that support this assumption, see Alan Manning, Monopsony in Motion: Imperfect Competition in Labor Markets (Princeton, N.J.: Princeton University Press, 2003), chapter 5.

7In the hypothetical example outlined in Table 5.1 and Figure 5.2, the slope of the supply curve is 1; to obtain one more worker, the firm must raise its wage by $1. The slope of the marginal expense curve, however, is 2 (in going from 11 to 12 workers, for example, the marginal expense rises from $19 to $21). In general, it is easy to show (if one knows a bit of calculus) that if the supply curve to a firm is a straight line, the marginal expense curve associated with that supply curve will have a slope that is twice as steep.

---

**Table 5.1**

<table>
<thead>
<tr>
<th>Offered Wage ($)</th>
<th>Supply of Labor</th>
<th>Total Hourly Labor Cost ($)</th>
<th>Marginal Expense of Labor ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>10</td>
<td>80</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>11</td>
<td>99</td>
<td>19</td>
</tr>
<tr>
<td>10</td>
<td>12</td>
<td>120</td>
<td>21</td>
</tr>
<tr>
<td>11</td>
<td>13</td>
<td>143</td>
<td>23</td>
</tr>
</tbody>
</table>
Chapter 5  Frictions in the Labor Market

Figure 5.2
A Graph of the Firm-Level Data in Table 5.1

The Firm’s Choice of Wage and Employment Levels  What are the labor market effects caused by having the marginal expense of labor lie above the wage rate? To maximize profits, we know that any firm—including those in monopsonistic markets—should hire labor until the point at which the marginal revenue product of labor ($MRP_L$) equals labor’s marginal expense ($ME_L$):

$$MRP_L = ME_L$$  \hspace{1cm} (5.1)

To illustrate the effects of having $ME_L$ exceed the wage ($W$), we turn to Figure 5.3, which displays, for a given employer, its labor supply curve, the associated marginal expense of labor curve, and the downward-sloping curve depicting the firm’s $MRP_L$.

Any firm in a monopsonistic labor market must make two decisions about hiring. First, like firms in competitive labor markets, it must decide how much labor to hire. This decision, consistent with the profit-maximizing criterion in equation (5.1), is made by finding the employment level at which $MRP_L = ME_L$. In Figure 5.3, the profit-maximizing level of employment for the firm shown is $E^*$ because it is at $E^*$ that $MRP_L = ME_L$ (note the intersection of the relevant curves at point X).

Second, the firm must find the wage rate necessary to generate $E^*$ employees. In Figure 5.3, the wage rate that will attract $E^*$ workers is $W^*$ (note point Y on the labor supply curve). The firm’s labor supply curve represents the relationship between its potential wage rates and the number of workers interested in working...
there. Thus, this second decision (about wages) is shown graphically by reading from the labor supply curve the wage needed to attract the profit-maximizing number of workers.

**Monopsonistic Conditions and Firms’ Wage Policies** A difference between competitive and monopsonistic labor markets that immediately stands out concerns the wage policies of employers. With a competitive labor market, where individual firms are wage takers and can hire all the labor they want at the going wage, employers decide only on the number of workers they want to hire; the wage they pay is given to them by the market. We have seen, however, that firms facing monopsonistic conditions have a second decision to make: they must decide on the wage to pay as well. Further, while firms in competitive labor markets hire until the $MRP_L$ equals the (given) wage, firms in monopsonized markets pay workers a wage less than their marginal revenue product.

The implication that firms in monopsonistic labor markets must have their own wage policies does not suggest, of course, that they set wages without constraints. We saw in the model depicted in Figure 5.3 that the wages they pay are determined both by their $MRP_L$ curve and the labor supply curve they face, and in our simple model, both curves were given to the firm and thus were outside its control. Furthermore (and not illustrated by the figure), firms must make labor market decisions that allow them to remain competitive in their product markets. Thus, monopsonistic conditions do not give firms a completely free hand in deciding on their wages; they must still face constraints imposed by both labor and product markets.
Within the product and labor market constraints facing them, however, different firms in monopsonistic labor markets may well offer different wages to equivalent workers. It is unlikely that the labor supply and \( MRP_L \) curves would be exactly the same for different firms in the same labor market; thus, we should not be surprised if exactly comparable workers were to have different marginal productivities and receive different wages at different firms. Thus, a firm employing older equipment and having a lower \( MRP_L \) could coexist with one having new equipment and a higher \( MRP_L \) by paying a lower wage to the same kind of worker. Indeed, a careful summary of studies on wage differences and the law of one price found strong evidence suggesting that the same worker would receive different pay if he or she worked for different employers.  

**How Do Monopsonistic Firms Respond to Shifts in the Supply Curve?**

In a monopsonistic labor market, the firm does not really have a labor demand curve! Labor demand curves for a firm are essentially derived from sequentially asking, “If the market wage were at some level (say, $5), what would be the firm’s profit-maximizing level of employment? If, instead, the wage were $6, what would be the firm’s desired level of employment?” Under monopsonistic conditions, the firm is not a wage taker, so asking hypothetical questions about the level of wages facing the firm is meaningless. Given the firm’s labor supply curve and its schedule of marginal revenue product (\( MRP_L \) at various levels of employment), there is only one profit-maximizing level of employment and only one associated wage rate, both of which are chosen by the firm.

**Shifts in Labor Supply That Increase \( ME_L \)** Consider the short-run and long-run effects on a monopsonistic firm’s desired level of employment if the supply curve facing the firm shifts (but remains upward-sloping). Suppose, for example, that the labor supply curve were to shift to the left, reflecting a situation in which fewer people are willing to work at any given wage level. With the competitive model of labor demand, a leftward shift of a market supply curve would cause the market wage to increase and the level of employment to fall, as employers moved to the left along their labor demand curves. Will these changes in wages and employment occur under monopsonistic conditions?

In Figure 5.4, the \( MRP_L \) curve is fixed (we are in the short run), and the leftward shift of the labor supply curve is represented by a movement to curve \( S' \) from the original curve \( S \). With a supply curve of \( S \), the firm’s marginal expense of labor curve was \( ME_L \), and it chose to hire \( E \) workers and pay them a wage of \( W \). When the supply curve shifts to \( S' \), the firm’s marginal labor expenses shift to a higher curve \( ME'_L \). Therefore, its new profit-maximizing level of employment falls to \( E' \), and its new wage rate increases to \( W' \). Thus, with a monopsonistic

---

model (just as with the competitive model), a leftward shift in labor supply increases \( ME_L \), raises wages, and reduces firms’ desired levels of employment in the short run.

In the long run, labor’s increased marginal expense will induce the substitution of capital for labor as firms seek to find the cost-minimizing mix of capital and labor. You will recall that the cost-minimizing conditions for capital and labor under competitive conditions were given in equation (3.8c), in which the wage rate was treated as the marginal expense of labor. In a monopsonistic labor market, \( ME_L \) exceeds \( W \), so the left-hand side of equation (3.8c) must be written in its general form:

\[
\frac{ME_L}{MP_L} = \frac{C}{MP_K}
\]  

(5.2)

Clearly, if a monopsonist is minimizing its costs of production and its \( ME_L \) is increased, it will want to restore equality to condition (5.2) by substituting capital for labor. Thus, employment decreases even more in the long run than in the short run.

**Effects of a Mandated Wage**  Let us next consider what would happen if some nonmarket force were to compel the firm to pay a particular wage rate that was higher than the one it was paying. Would the firm’s desired level of employment decline? For a monopsonistic firm’s short-run response, refer to Figure 5.5, where the firm initially equates \( MRP_L \) and \( ME_L \) at point \( A \) and chooses to hire \( E_0 \) workers, which requires it to pay a wage of \( W_0 \).
Suppose now that a mandated wage of $W_m$ is set in Figure 5.5. This mandate prevents the firm from paying a wage less than $W_m$ and effectively creates a horizontal portion ($BD$) in the labor supply curve facing the firm (which is now $BDS$). The firm’s marginal expense of labor curve is now $BDEM$, because up to employment level $E_1$, the marginal expense of labor is equal to $W_m$. The firm, which maximizes profits by equating marginal revenue with marginal expense (this equality is now at point $C$), will hire $E_m$ workers. Even though wages have risen from $W_0$ to $W_m$, desired employment rises from $E_0$ to $E_m$!

For a monopsonistic firm, then, a mandated wage can simultaneously increase the average cost of labor (that is, the wages paid to workers) and reduce $ME_L$. It is the decrease in marginal expense that induces the firm to expand output and employment in the short run. Thus, because an upward-sloping supply curve is converted to one that is horizontal, at least for employment near the current level, it is possible that both wages and employment can increase with the imposition of a mandated wage on a monopsonistic firm. This possibility is subject to two qualifications, however.

First, in the context of Figure 5.5, employment will increase only if the mandated wage is set between $W_0$ and $W_m$. A mandated wage above $W_m$ would increase $ME_L$ above its current level ($W_m$) and cause the profit-maximizing level of employment to fall below $E_0$. (The student can verify this by drawing a horizontal line from any point above $W_m$ on the vertical axis and noting that it will intersect the $MRP_L$ curve to the left of $E_0$.)

Second, Figure 5.5, with its fixed $MRP_L$ curve, depicts only the short-run response to a mandated wage. In the long run, two (opposing) effects on employment
are possible. With a mandated wage that is not too high, a monopsonistic firm’s \( ME_L \) is reduced, causing a substitution of labor for capital in the long run. While the monopsonistic firm’s marginal expense of labor may have fallen, however, labor’s average cost (the wage) has increased. It is now more expensive to produce the same level of output than before; thus, profits will decline. If it is in a competitive product market, a firm’s initial profit level will be normal for that market, so the decline will push its profits below normal. Some owners will get out of the market, putting downward pressure on employment. If this latter (scale) effect is large enough, employment in monopsonistic sectors could fall in the long run if a mandated wage were imposed.

In summary, then, the presence of monopsonistic conditions in the labor market introduces uncertainty into how employment will respond to the imposition of a mandated wage if the new wage reduces the firm’s marginal expense of labor. Any shift in the supply of labor curve that increases the marginal expense of labor, of course, will unambiguously reduce employment.

**Monopsonistic Conditions and the Employment Response to Minimum Wage Legislation**

At the end of chapter 4, we argued that the estimated responses of employment to increases in the legislated minimum wage presented something of a puzzle. Not all credible empirical studies demonstrate the employment loss predicted by the presence of downward-sloping labor demand curves, and many that do find employment loss tend to show losses that are smaller than we would expect, given the estimates of labor demand elasticities in Table 4.1. Can the presence of monopsonistic conditions in the labor market offer a potential explanation for these findings?

We saw in the previous section that if the labor market is monopsonistic, legislated increases in the minimum wage raise wages but—if modest enough in size—can reduce the marginal expense of labor. Thus, our expectations about the direction of employment changes caused by a higher minimum wage are ambiguous: some firms might experience increases in employment (because \( ME_L \) falls), but others might be forced to close because higher total labor costs render their operations nonprofitable.

Our discussion in the previous section might also help explain why the labor demand elasticities presented in Table 4.1 tend to be larger (more elastic) than those implied by many studies of employment responses to minimum-wage changes. The elasticities presented in Table 4.1 were estimated from wage and employment outcomes that were generated by market forces. Graphically, these estimates were derived from analyses like the one presented in Figure 5.4, where a leftward shift in the supply curve unambiguously caused wages to rise and employment to fall. Increases in the minimum wage cause a very different set of responses, as we saw when comparing Figures 5.4 and 5.5. If monopsonistic conditions exist, then theory leads us to expect that employment responses to wage changes...
changes generated by market forces might be different from employment responses to legislated wage increases.

Is it credible to assert that monopsonistic conditions might be what underlie the small or uncertain direction of employment changes we find in minimum wage studies? Most of these studies focus on teenagers, and one might think that teenagers could move almost without cost from one part-time job to another. If mobility is virtually costless for teenagers, they would freely move among employers in response to small wage differentials, the teenage labor market would correspond closely to the competitive model, and we would have to look elsewhere for an explanation of the uncertain estimated effects of minimum wages on teenage employment.

We have argued that mobility is hindered (made more costly) by imperfect information about alternative wage offers and job requirements, by the time and aggravation of applying and being evaluated, and by the necessity of giving up valued nonwage job characteristics that might be difficult to replace in the new job. Teenagers, as well as adults, face these categories of cost. Moreover, teenagers often take jobs with the intent of staying only a short time, and they may perceive the total gains from going to a higher-paying employer as too small to justify the investment of time and effort needed to change employers. Thus, it is not inconceivable that the supply curves to firms that typically employ teenagers (fast-food outlets, for example) are upward-sloping and that monopsonistic conditions prevail even in these places.

### Job Search Costs and Other Labor Market Outcomes

The presence of job mobility costs for workers means that they must make decisions about when to search for a new employer (and incur the costs of search) and when to stay put. These decisions about search have some interesting implications that can help explain why wages rise with both labor market experience and the length of time (tenure) with a particular employer. Other reasons for why wages rise with experience and tenure will be discussed later in the text; however, our current discussion of job search costs warrants attention to these implications here. We will also discuss how job search costs affect decisions by those who are unemployed.

### Wage Levels, Luck, and Search

We have seen that employee mobility costs can create monopsonistic conditions that result in pay differences among workers who have equal productive capabilities. Monopsonistic conditions, however, are not the sole cause of wage differences for workers who appear to be similar. Indeed, we will spend much time later in this text analyzing wage differences associated with job or worker characteristics that are often not easily measured or observed: different working conditions (chapter 8), different on-the-job training requirements or opportunities (chapter 9), and different ways to use pay in creating incentives for productivity (chapter 11). In addition, we will also analyze
wage differences related to racial, ethnic, or gender differences that may be unrelated to productive characteristics (chapter 12).

What the theory of monopsonistic labor markets offers to the analysis of wage differences, however, is the implication that to some extent, a worker’s wage depends on luck. Some workers will be fortunate enough to obtain a job offer from a high-paying employer, and some will not. Furthermore, given the costs of changing employers, the mobility from low-wage to high-wage firms may never be great or rapid enough to bring wages into equality.

When workers who may think they can get improved job offers face costs in searching for employers, we are naturally drawn to thinking about an employee-employer “matching” process that occurs over a period that may be lengthy. Workers can be viewed as wanting to obtain the best match possible but finding that there is a cost to getting better matches. Those who see their jobs as a poor match (perhaps because of low pay) have more incentives to search for other offers than do workers who are lucky enough to already have good matches (high wages). Over time, as the unlucky workers have more opportunity to acquire offers, matches for them should improve—but, of course, at some wage levels, likely wage increases from a search are so small (or, given the worker’s expected stay on the job, so short-lived) that further search is not worth the cost.

Labor-market studies have observed that workers’ wages tend to increase both with (1) overall labor market experience and, (2) holding labor market experience constant, the length of time with one’s employer (“job tenure”). Job search considerations may play a role in producing these patterns, and we will briefly discuss them here.

**Wages and Labor Market Experience** One of the things that make job search costly is that it takes time and effort to obtain job offers. Furthermore, job openings occur more or less randomly over time, so that during any one period in which a worker is “in the market,” not all potentially attractive openings even exist. As time passes, however, jobs open up and workers have a chance to decide whether to apply. Those who have spent more time in the labor market have had more chances to acquire better offers and thus improve upon their initial job matches. While other explanations are explored in chapter 9, the costs of job search offer one explanation for why we observe that, in general, workers’ wages improve the longer they are active in the labor market.

**Wages and Job Tenure** With costly job searches, workers who are fortunate enough to find jobs with high-paying employers will have little incentive to continue searching, while those who are less fortunate will want to search again. This means that the workers who have been with their firms the longest will tend to be the ones who got higher wages to begin with, and we should therefore observe a positive correlation between tenure and earnings. Indeed, as noted

---

above, empirical studies also find that among workers with the same skills and labor market experience, those who have longer job tenure with their employers also tend to have higher wages. While there are other potential explanations for this relationship as well (see chapters 9 and 11), the presence of costly job search suggests that it may not simply be longer tenures that cause higher wages; rather, higher wages can also cause longer job tenures!

**Job Search Costs and Unemployment** Job search costs can also help to explain the existence (and level) of unemployment. While we analyze unemployment in chapter 14, the relationship between search costs and the phenomenon of unemployment is important to introduce at this point. Briefly put, searching for job offers is something that the unemployed must do, and the search process will take time and effort. The longer it takes for a worker to receive an acceptable offer, the longer the unemployed worker will remain unemployed. Thus, higher job search costs will tend to lengthen the spells of unemployment and hence increase the unemployment rate.\(^\text{10}\)

**Monopsonistic Conditions and the Relevance of the Competitive Model**

If employee mobility costs mean that monopsonistic conditions exist in the typical labor market, does this imply that the competitive model is irrelevant or misleading? While we have seen that the competitive model does indeed offer predictions that are at least partially contradicted by the evidence, it is difficult to believe that it is irrelevant, especially in the long run.

The major difference between the competitive and monopsonistic models, of course, is the assumption about employee mobility costs. When we consider workers as a group, however, mobility costs are likely to be higher in the near term than over the long haul. It is relatively costly, for example, for a registered nurse with a family established in Albany to move herself and her family to Sacramento. Likewise, an established payroll clerk working with an employment agency may find it aggravating or time-consuming to search for, and then move to, a similar job in the furniture industry. It is much less costly, however, for a recent graduate or immigrant who is trying to decide where in the country to locate, or in which industry to work, to “move among” job offers. Recent graduates or immigrants have to search and make a decision anyway (established workers often do not), and when choosing among offers, they have much less to give up in terms of established relationships by taking one offer over the other. As time passes, those established in jobs retire and are replaced by new workers who see the advantages of locating in certain areas or accepting work in certain industries; thus, over time, we would expect wage differences owing to luck to dissipate—even if mobility costs are present in the short term. One study, for example, found

\(^\text{10}\)See Manning, *Monopsony in Motion*, chapter 9, for a discussion of job search and unemployment.
that new immigrants to the United States are more likely to be clustered in states offering the highest wages for their skill groups and that their presence has helped to narrow regional wage differences.\textsuperscript{11}

It is also the case that, monopsonistic conditions notwithstanding, employers cannot deviate too far from the market when setting wages, for if they do, they will encounter problems in attracting, retaining, and motivating their workers (a topic to which we will return in chapter 11). Nobel laureate Paul Samuelson put the issue this way in his bestselling economics textbook:

\begin{quote}
Just because competition is not 100 per cent perfect does not mean that it must be zero. The world is a blend of (1) competition and (2) some degree of monopoly power over the wage to be paid. A firm that tries to set its wage too low will soon learn this. At first, nothing much need happen; but eventually, it will find its workers quitting a little more rapidly than would otherwise be the case. Recruitment of new people of the same quality will get harder and harder, and slackening off in the performance and productivity of those who remain on the job will become noticeable.\textsuperscript{12}
\end{quote}

Frictions on the Employer Side of the Market

Employers also face frictions in searching for and hiring employees. These frictions cause firms to bear costs that are associated with the number of workers hired rather than the hours they work, and they are called “quasi-fixed” costs because they are either difficult or impossible to cut in the short run—unlike variable costs (such as hourly wages), which can be readily cut by reducing the hours of work. The presence of quasi-fixed costs slows the adjustment of employment levels to changing market conditions faced by firms. The types of quasi-fixed costs are first discussed in this section, and we then move to an analysis of their implications for the labor market behavior of firms.

Categories of Quasi-Fixed Costs

Employers often incur substantial quasi-fixed costs in hiring and compensating their employees. In general, these costs fall into two categories: \textit{investments} in their workforce and certain \textit{employee benefits}. We discuss each type of quasi-fixed costs below.

Labor Investments When an employer has a job vacancy, it must incur certain costs in finding a suitable employee to hire. It has to advertise the position, screen applications, interview potential candidates, and (in the case of highly sought

\begin{footnotesize}
\begin{itemize}
\end{itemize}
\end{footnotesize}
Chapter 5  Frictions in the Labor Market

EXAMPLE 5.1

Does Employment Protection Legislation Protect Workers?

Many European countries have adopted employment protection policies that make it more costly for employers to dismiss employees. These policies contain provisions for determining when dismissal is “unjustified” or “unfair,” and some (as in Greece) go so far as saying that neither lack of business nor lack of competence is a justifiable reason for dismissal. While many countries have policies that do not go that far—requiring only that firms attempt to transfer or retrain candidates for dismissal—the severance pay required when dismissals are considered “unjust” is frequently in the range of 8 to 12 months of pay.

Procedural inconveniences to employers, such as the need to notify or obtain the approval of third parties (labor unions, for example) and the rights of employees to challenge dismissal in a legal setting, are also part of these laws; additional procedures and delays are imposed on employers wanting to make collective layoffs. Finally, these policies also regulate and restrict the use of temporary employees or employees on fixed-length contracts, because use of these employees is seen as a way around the goal of employment protection.

A study that rated the strictness of each country’s employment-protection laws found that those with the strictest laws did indeed have lower movements of workers from employment into unemployment. That is, stronger employment protection policies do reduce layoffs. However, the stronger these policies are, the slower is the flow out of unemployment, because the costs of these policies also inhibit employers from creating new jobs. While the reduced flows both into and out of unemployment tend to have offsetting effects on the overall unemployment rate, the study did find that stricter employment protection is associated with more long-term unemployment and lower employment levels for women and youth.


applicants) “wine and dine” the worker selected. A 1982 survey, for example, which was weighted toward employers hiring less-skilled workers, found that even for these vacancies, almost 22 person-hours were spent screening and interviewing applicants.13 Once hired, there are the additional costs of orienting the new worker and getting him or her on the payroll.

A hiring cost not to be overlooked—especially because it has been the subject of public policy debates—is the cost of terminating the worker. Every employee a firm hires might also have to be let go if economic circumstances or job performance require it. As we discuss in Example 5.1, policies that require severance pay or otherwise increase the costs of ending the employment relationship thus add to the quasi-fixed costs of hiring workers.

Table 5.2

<table>
<thead>
<tr>
<th>Activity</th>
<th>Average Hours</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hours of formal instruction by training personnel</td>
<td>19</td>
</tr>
<tr>
<td>Hours spent by management in orientation, informal training, extra supervision</td>
<td>59</td>
</tr>
<tr>
<td>Hours spent by coworkers in informal training</td>
<td>34</td>
</tr>
<tr>
<td>Hours spent by new worker watching others do work</td>
<td>41</td>
</tr>
<tr>
<td>Total</td>
<td>153</td>
</tr>
</tbody>
</table>


In addition to the hiring costs, firms typically provide formal or informal training to both their new and continuing workers. The costs of this training generally fall into three classes:

1. The explicit monetary costs of formally employing trainers and providing training materials.
2. The implicit, or opportunity, costs of lost production incurred when experienced employees take time to demonstrate procedures to trainees in less-formal settings.
3. The implicit, or opportunity, costs of the trainee’s time.

A survey in the early 1990s found that in the first three months (or 520 hours of work) an employee is with a firm, about 30 percent (153 hours) of his or her time is spent in training. The data from this study, summarized in Table 5.2, also suggest that very little of this training was formal classroom-type instruction; most took place informally at the workstation.14

Hiring and training costs can be categorized as investments because they are incurred in the present and have benefits (in the form of increased productivity) only in the future. Investments are inherently risky because, once made, the costs are “sunk,” and there are no guarantees about future returns. We will analyze the effects of these investments on employer behavior later in this chapter.

Employee Benefits Besides their direct wage and salary earnings, workers also typically receive nonwage compensation in the form of employer-provided medical and life insurance, retirement plans, vacation days, Social Security payments, and other employee benefits. Table 5.3 details the employee benefits received by workers in 2010, and it is important to note that many of these benefits represent
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quasi-fixed costs to the employer. That is, many employee benefits are associated with the number of employees but not with the hours they work.

Most life and medical insurance policies have premiums to the employer that are charged on a per-worker basis and are not proportional to the hours worked. Pay for time not worked (vacation, holidays, and sick leave) also tends to be quasi-fixed. Some pension costs are proportional to hours worked because many employers offer defined contribution plans and make payments to a retirement fund for each worker that are proportional to wage or salary earnings. However, some employers have defined benefit pension plans that promise pension payments to retirees that are a function of years of service, not hours of work; the costs of these plans are thus quasi-fixed in nature.

In the category of legally required benefits, workers’ compensation insurance costs are strictly proportional to hours worked, because they are levied as a percentage of payroll, and Social Security taxes are proportional for most employees. However, the unemployment insurance payroll-tax liability is specified to be a percentage (the tax rate) of each employee’s yearly earnings up to a maximum level (the taxable wage base), which in 2010 was between $7,000 and $15,000 in over two-thirds of all states. Since most employees earn more than $15,000 per
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15The Social Security payroll-tax liability of employers is specified as a percentage of each employee’s earnings up to a maximum taxable wage base. In 2010, this tax was 6.20 percent of earnings up to $106,800 for retirement and disability insurance and 1.45 percent on all earnings for Medicare. Because the maximum earnings base exceeded the annual earnings of most workers, the employer’s payroll tax liability is increased when a typical employee works an additional hour per week.

year, having an employee work an additional hour per week will not cause any increase in the employer’s payroll-tax liability. Therefore, unemployment insurance costs are a quasi-fixed cost to most employers.

In Table 5.3, we have indicated (by a superscript $a$) which nonwage costs are usually of a quasi-fixed nature. The data suggest that around 19 percent of total compensation (about 60 percent of nonwage costs) is quasi-fixed. These quasi-fixed costs averaged, on a yearly basis, over $10,600 per worker in 2010. The quasi-fixed nature of many nonwage labor costs has important effects on employer hiring and overtime decisions. These effects are discussed in the following section.

The Employment/Hours Trade-Off

The simple model of the demand for labor presented in the preceding chapters spoke to the quantity of labor demanded, making no distinction between the number of individuals employed by a firm and the average length of its employees’ workweek. Holding all other inputs constant, however, a firm can produce a given level of output with various combinations of the number of employees hired and the number of hours worked per week. Presumably, increases in the number of employees hired will allow for shorter workweeks, whereas longer workweeks will allow for fewer employees, other things equal.

In chapter 3, we defined the marginal product of labor ($MPL$) as the change in output generated by an added unit of labor, holding capital constant. Once we distinguish between the number of workers hired (which we will denote by $M$) and the hours each works on average ($H$), we must think of two marginal products of labor. $MP_M$ is the added output associated with an added worker, holding both capital and average hours per worker constant. $MP_H$ is the added output generated by increasing average hours per worker, holding capital and the number of employees constant. As with $MPL$, we assume that both $MP_M$ and $MP_H$ are positive but that they decline as $M$ and $H$ (respectively) increase.17

How does a firm determine its optimal employment/hours combination? Is it ever rational for a firm to work its existing employees overtime on a regularly scheduled basis, even though it must pay them a wage premium, rather than hiring additional employees?

Determining the Mix of Workers and Hours The fact that certain labor costs are not hours-related, while others are, will lead employers to think of “workers” and “hours-per-worker” as two substitutable labor inputs. Thus, the profit-maximizing employer will weigh the cost of producing an added unit of output by hiring

---

17When the number of employees is increased, the decline in $MP_M$ may be due to the reduced quantity of capital now available to each individual employee. When the hours each employee works per week are increased, the decline in $MP_H$ may occur because after some point, fatigue sets in.
more workers against the cost of producing an added unit of output by employing its current workers for more hours. Recalling our discussion of equation 3.8c, profit maximization can only be achieved when these two costs are equal. Thus, if the marginal expense of hiring an added worker is $ME_M$, and the marginal expense of hiring current workers for an extra hour is $ME_H$, then for profits to be maximized, the following condition must hold:

\[ \frac{ME_M}{MP_M} = \frac{ME_H}{MP_H} \]  \hspace{1cm} (5.3)

The left-hand side of equation (5.3) is the cost of an added unit of output produced by hiring more workers, and the right-hand side is the cost of an added unit of output produced by hiring workers for more hours.

One implication of equation (5.3) is that if for some reason $ME_M$ rises relative to $ME_H$, firms will want to substitute hours for workers by hiring fewer employees but having each work more hours. (An alternative to hiring more workers or increasing hours is to “rent” workers; see Example 5.2.) Conversely, if $ME_H$ rises relative to $ME_M$, the employer will want to produce its profit-maximizing level of output with a higher ratio of workers to average hours per worker. The relationship between $ME_M/ME_H$ and hours of work is graphed in Figure 5.6, which indicates that as $ME_M$ rises relative to $ME_H$, other things equal, hours of work per employee tend to rise.

**Policy Analysis: The Overtime Pay Premium**  In the United States, the Fair Labor Standards Act requires that employees covered by the act (generally, hourly paid, nonsupervisory workers) receive an overtime pay premium of at least 50 percent of their regular hourly wage for each hour worked in excess of 40 per week. Many overtime hours are worked because of unusual circumstances that
are difficult or impossible to meet by hiring more workers: rush orders, absent workers, and mechanical failures are all examples of these emergency situations. However, some overtime is regularly scheduled; for example, over 20 percent of men who are skilled craft workers or technicians usually work more than 44 hours per week.\(^{18}\)

Given the “time-and-one-half” premium that must be paid for overtime work, we can conclude that employers who regularly schedule overtime do so because it is cheaper than incurring the quasi-fixed costs of employing more workers. Indeed, the production workers most likely to work long hours on a regular basis are those for which hiring and training costs are higher. For example, while over 20 percent of male craft workers are scheduled for more than 44 hours each week, only 12 percent of unskilled males usually work more than 44 hours.\(^{19}\)

In the fall of 2004, the U.S. Department of Labor introduced several controversial revisions to federal overtime regulations that redefined which jobs are exempt from coverage. Generally speaking, for a job to be exempt from the requirements of overtime pay, the employee must be paid on a salaried basis (not by the hour) and perform administrative, professional, or executive duties. The regulations introduced in 2004 disallowed exemptions for low-paying salaried
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jobs (paying less than $455 per week), regardless of duties—thus adding overtime coverage to an estimated 1.3 million workers. The new regulations, however, revised the definitions of “administrative,” “professional,” and “executive” duties and added many computer and outside sales jobs to the list of those exempt from overtime regulations. Also made exempt were jobs in which total pay exceeds $100,000 per year.\(^2\)

These revisions created a storm of public comment and criticism. While they were lauded for giving “greater protection” to low-paid hourly employment, the revisions were also criticized for making it easier to exempt jobs, thus “making it likely that millions of [workers] will work longer hours at reduced pay.”\(^2\) We will briefly analyze these two claims using economic theory.

**Overtime and Spreading the Work**  It is often argued that the time-and-one-half requirement for overtime protects workers by “spreading the work” (creating more job openings) through reduced usage of overtime. One reason to be cautious in our expectations that increased coverage will create more jobs is that applying the overtime premium increases the average cost of labor even if a firm eliminates its prior use of overtime! Firms using overtime before could have increased their workforce and reduced the use of overtime earlier; the fact that they did not suggests that the quasi-fixed costs of hiring made that a more costly option. If they now eliminate overtime and hire more workers at the same base wage rate, their labor costs will clearly rise. Increased labor costs will tend to reduce both the scale of output and increase firms’ incentives to substitute capital for labor, thereby reducing the total labor hours demanded by affected firms. Thus, even if base wages are not changed, it is unlikely that all the reduced overtime hours will be replaced by hiring more workers.

**Overtime and Total Pay**  Will newly covered workers experience an increase in earnings, and will those in newly exempt jobs experience an earnings decrease as a result of the revisions? It is possible that they will not, because the base wage rate may change in response to changes in overtime coverage.

We have seen that many overtime hours are regularly scheduled, and in these cases, it is possible that employers and employees mutually agree (informally, at least) on a “package” of weekly hours and total compensation. If so, firms that regularly schedule overtime hours might respond to a legislated increase in coverage by reducing the straight-time salary in a way that, after taking the newly required overtime payments into account, would leave total compensation per worker unchanged. Similarly, employees who lose coverage under overtime laws


and are asked to work more hours may be unwilling to stay in those jobs—unless, of course, their pay is increased accordingly.

Thus, the long-run effects of overtime regulations on the total earnings of workers may not be as profound as supporters imply. A recent study of wages in Great Britain, where there is no national overtime pay regulation, found that average hourly earnings after accounting for overtime pay were fairly uniform across firms in given industries. Put differently, in firms that paid above-average overtime premiums, straight-time (base) wages were below average—and firms that paid above-average base wages paid below-average overtime premiums.\(^{22}\) A study of the effects of overtime premiums in the United States also found evidence that base wages adjust to mandated changes in these premiums in a way that suggests employers and employees regard hours and pay as a package; this study found that legislated expansions in overtime coverage have had no measurable effect on overtime hours worked.\(^{23}\)

---

**Training Investments**

We have identified employer-provided training as an important investment that can increase the quasi-fixed costs of hiring workers. The costs of training, even if provided by the employer, are often at least partly paid by workers themselves in one way or another, so training investments represent a rather unique friction in the labor market. This section explores the implications of this friction for both employer behavior and employee behavior.

**The Training Decision by Employers**

Consider an employer who has just hired a new employee. If the employer decides to bear the cost of training this worker, it will incur the explicit and implicit training costs discussed earlier—including, of course, the forgone output of the worker being trained. Thus, in the training period, the employer is likely to be bearing costs on behalf of this new worker that are greater than the worker’s marginal revenue product. Under what conditions would an employer be willing to undertake this kind of investment?

As with any investment, an employer that bears net costs during the training period would only do so if it believes that it can collect returns on that investment after training. It is the prospect of increased employee productivity that motivates an employer to offer training, but the only way the employer can make a return on its investment is to “keep” some of that added post-training revenue by not giving all of it to the worker in the form of a wage increase.

---


Put succinctly, for a firm to invest in training, two conditions must be met. First, the training that employees receive must increase their marginal revenue productivity more than it increases their wage. Second, the employees must stay with the employer long enough for the employer to receive the required returns (obviously, the longer the employees stay with the firm, other things equal, the more profitable the investment will be).

**The Types of Training**

At the extremes, there are two types of training that employers can provide. *General training* teaches workers skills that can be used to enhance their productivity with many employers; learning how to speak English, use a word-processing program, drive a truck, or create Web sites are examples of general training. At the other end of the spectrum is *specific training*, which teaches workers skills that increase their productivity only with the employer providing the training. Examples of specific training include teaching workers how to use a machine unique to their workplace or orienting them to particular procedures and people they will need to deal with in various circumstances they will encounter at work.

**General Training**

Paying for general training can be a rather risky investment for an employer, for if the employer tries to keep post-training wage increases below increases in marginal revenue productivity, trained workers might leave. Because general training raises productivity with other employers too, trained workers have incentives to look for higher wage offers from employers that have no training costs to recoup!

Thus, if employee mobility costs are not very great, employers will be deterred from investing in general training. The likelihood of making back their required returns is low, because the gap between marginal revenue product and the post-training wage might not be sufficiently great, or the expected tenure of the trained workers with the firms sufficiently long, to recoup their investment costs. When worker-mobility costs are low, firms either would not provide the training or would require the employees to pay for it by offering a very low (or, in the case of some interns, a zero) wage rate during the training period.

Only if employees are deterred from quitting by high mobility costs does our theory suggest that firms would invest in general training. Recent work suggests that firms often do invest in general training for their workers, and these investments are cited as yet another reason for believing that the labor market is characterized by monopsonistic conditions.24

---

**Specific Training**  Employers have stronger incentives to invest in specific training, because such training does not raise the worker’s productivity with other firms, and it therefore does not make the worker more attractive to competing employers. While the training itself does not increase the outside offers an employee might be able to receive, a firm undertaking investments in specific training must nevertheless take precautions to keep the trained employee from quitting, because once the employee quits, the employer’s investment is destroyed (that is, returns on the investment cannot be realized). Thus, concerns about the possibility that trained employees will quit before the employer can receive its required investment returns exist relative to specific, as well as general, training. These concerns lead us to a discussion of (a) who bears the costs of training and (b) the size of post-training wage increases.

**Training and Post-Training Wage Increases**

Consider a situation in which worker-mobility costs are relatively low, and the employer is considering bearing all the costs of training. With investment costs to recoup, the employer would be unable to raise wages very much after training and still have incentives to invest. We know that higher wages reduce the probability of a worker quitting, so by failing to increase the wage much after training, the employer would put its investment at risk. Trained workers might decide to quit at even a small provocation (the boss is in a bad mood one day, for example, or they are asked to work overtime for a while), and without some assurance that trained employees will stay, the firm would be reluctant to make a training investment for which it bore all the costs.

Conversely, if a firm’s employees paid for their own training by taking a lower wage than they could get elsewhere during the training period, they would require the benefits of a much higher post-training wage to make employment at the firm attractive. If they were to get all of their improved marginal revenue product in the form of a wage increase, however, an employer that finds it relatively inexpensive to hire and fire workers would have little to lose by firing them at the smallest provocation—and if they get fired, their investment is destroyed!

Thus, if labor market frictions are otherwise small, the best way to provide incentives for on-the-job training is for employers and employees to share the costs and returns of the investment. If employees pay part of these costs, the post-training wage can be increased more than if employers bear all the training costs—and the increased post-training wage protects firms’ investments by reducing the chances trained workers will quit. The training costs borne by employers must be recouped by not raising the post-training wage very much, but this condition helps protect workers’ investments by making it attractive for firms to retain them unless the provocation is major (we discuss the issue of layoffs in more detail a bit later in this chapter). Put differently, if both employers and employees share in the costs of training, and thus share in the returns, they both have something to lose if the employment relationship is ended in the post-training period.

Empirical studies measuring the wage profiles associated with on-the-job training in the United States, however, suggest that employers bear much of the costs
and reap most of the returns associated with training. Wages apparently are not depressed enough during the training period to offset the employer’s direct costs of training, so subsequent wages increases are much smaller than productivity increases.  

A survey of employers, summarized in Figure 5.7, estimated that


---

Figure 5.7
Productivity and Wage Growth, First Two Years on Job, by Occupation and Initial Hours of Employer Training

Percentage Increase, Productivity and Wages

productivity increases, which generally rose with the hours of initial on-the-job training, were far larger than wage increases over a worker’s first two years with an employer. Other studies that directly link the wage profiles of American workers with the amount of training they have received find that post-training wage increases are relatively modest.26

The evidence that employers bear much of the training costs, and reap much of the returns, suggests that these employers believe their workers face relatively high worker-mobility costs. These firms are willing to bear the investment costs because they do not feel the need to raise the post-training wage much in order to retain their trained employees.

**Employer Training Investments and Recessionary Layoffs**

We have seen that employers will have incentives to invest in worker training only when the post-training marginal revenue productivity is expected to be sufficiently above the wage so that the investment returns are attractive. Suppose a firm has made the investment but at some point thereafter finds that its workers’ marginal revenue productivity falls below what it expected because of a business downturn (a “recession”). If it cannot lower wages for one reason or another (we will discuss why wages might be inflexible in a downward direction in chapter 14), will the firm want to lay off its trained workers?

In general, firms will not want to lay off their workers as long as the workers are bringing in revenues that are in excess of their wages. Even if the gap between marginal revenue productivity and wage is not sufficient to yield an attractive return on the firm’s training investment, those training costs—once incurred—are “sunk.” While the firm might wish it had not invested in training, the best it can do after training is get what returns it can. Workers who are laid off clearly bring in no returns to the employer, so its incentives are to retain any worker whose marginal revenue productivity exceeds his or her wage. Of course, if the downturn causes marginal revenue productivity to still fall below the wage rate, firms do have incentives to lay off trained workers (unless they believe the downturn will be very short and do not want to take the risk that the laid-off workers will search for other employment).

The presence of employer training investments, then, offers an explanation for two phenomena we observe in the labor market. First, as a general rule, we observe that workers who are least susceptible to being laid off during recessions are the
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most skilled and those with the longest job tenures. Older and more skilled workers are those most likely to have been the objects of past employer training investments, and they therefore tend to enter recessions with larger gaps between marginal revenue product and wage. These gaps cushion any fall in marginal revenue product and provide their employers with stronger incentives to keep on employing them during the downturn. Workers who enter the recession with wages closer to marginal revenue productivity are more likely to find that the downturn causes their marginal revenue product to fall below their wage, and when this occurs, employers may find it profitable to lay them off.

Second, we observe that average labor productivity—output per labor hour—falls in the early stages of a recession and rises during the early stages of recovery. As demand and output start to fall, firms that have invested in worker training respond by keeping their trained workers on the payroll even though their marginal productivity falls. Such “labor hoarding” causes output per worker to fall. Of course, when demand picks up again, firms can increase output without proportionately increasing their employment because, in effect, they have maintained an inventory of trained labor. In the latter situation, output per worker rises.

**Hiring Investments**

In addition to training employees, firms must also evaluate them when making hiring, placement, and promotion decisions. They may therefore find that training programs—even ones with a “general” component—can be used to help them discover the learning abilities, work habits, and motivation levels of new employees (see Example 5.3). Thus, some of what appears to be general training may actually represent an investment in firm-specific information about employees that will be useful later on in making assignments and deciding on promotions. We conclude this chapter with a section that analyzes hiring and screening investments in greater detail.

**The Use of Credentials**

Since firms often bear the costs of hiring and training workers, it is in their interest to make these costs as low as possible. Other things equal, firms should prefer to obtain a workforce of a given quality at the least possible cost. Similarly, they should prefer to hire workers who are fast learners, because such workers could

---


be trained at less cost. Unfortunately, it may prove expensive for firms to extensively investigate the background of every individual who applies for a job to ascertain his or her skill level and ability to undertake training.

One way to reduce these costs is to rely on credentials, or signals, in the hiring process rather than intensively investigating the qualities of individual applicants. For example, if, on average, college graduates are more productive than high school graduates, an employer might specify that a college degree is a requirement for the job. Rather than interviewing and testing all applicants to try to ascertain the productivity of each, the firm may simply select its new employees from the pool of applicants who meet this educational standard.

Such forms of statistical discrimination, judging individuals by group characteristics, have obvious costs. On the one hand, for example, some high school

---

To test whether the law of one price holds in the labor market, we must test to see if workers who are productively equivalent receive different wages. If we try to use cross-sectional data at one point in time to perform our test, however, we run up against a huge problem: researchers cannot observe all the characteristics that affect worker productivity. For example, we cannot measure how willing a worker is to work overtime with little notice, how pleasant the worker is to customers or coworkers, or whether he or she is a “team player” or has a sunny personality. Without some way to account for worker differences in these characteristics that are important but not directly observed (what economists have come to call “unmeasured worker heterogeneity”), we cannot credibly test to see if the law of one price holds.

To better understand the problem, suppose that we estimate the average relationship between wages employees receive and their measured characteristics by using a sample of cross-section data. We can then use this relationship to derive an expected wage for a particular woman, say, given her age, education, occupation, and other observed qualities. If her actual wage exceeds her expected wage, we do not know if she is merely lucky (and the law of one price does not hold) or if she has unobserved qualities that employers value (and is therefore more productive than average, given her measured characteristics).

Fortunately, there is a way to deal with the problem of unobserved heterogeneity, but it requires undertaking the expense of gathering “panel data”—data that allow for observations on the same individual in two or more years. If we can follow individuals through time, we can analyze how their wages change as they move from job to job, employer to employer, or from one educational level to another. If the woman in our example who received a higher-than-expected wage with her first employer now changes jobs and receives an above-expected wage with the next, the likelihood is that she is an above-average producer and did not merely get lucky twice.

Thus, if we can follow individual workers through time, we can control for their unobserved personal productive characteristics (“person effects”) by focusing on how the same person’s wage varies when some measurable condition (education, occupation, or employer, for example) changes. To understand how the ability to control for person effects influences conclusions about how closely labor market outcomes correspond to predictions concerning the law of one price, consider
findings from a 1999 study using panel data from France. When the relationships between wages and measured worker productive characteristics were analyzed in a cross-section of several million French workers, the researchers found that these measured characteristics could explain only about 30 percent of the variation in wages across the population. This finding seems to suggest that the predictions of the law of one price are badly off! Once person effects (in addition to the measured characteristics) were accounted for using panel data, however, the researchers were able to account for 77 percent of the variation in French wages. While there is still variation in wages that apparently cannot be explained by employee characteristics (observed and unobserved), the use of panel data permits a more valid test of the law of one price. The findings from using panel data suggest that there may be less variation due to luck than meets the eye.


graduates may be fully qualified to work for a firm that insists on college graduates. Excluding them from the pool of potential applicants imposes costs on them (they do not get the job); however, it also imposes costs on the employer if other qualified applicants cannot be readily found. On the other hand, there may be some unproductive workers among the group of college graduates, and an employer who hires them may well suffer losses while they are employed. However, if the reduction in hiring costs that arises when signals (such as educational credentials, marital status, or age) are used is large, it may prove profitable for an employer to use them even if an occasional unsatisfactory worker sneaks through.

Internal Labor Markets

One of the difficulties in hiring employees is that such personal attributes as dependability, motivation, honesty, and flexibility are difficult to judge from interviews, employment tests, or even the recommendations of former employers. This difficulty has led many larger firms to create an internal labor market, in which workers are hired into relatively low-level jobs and higher-level jobs are filled only from within the firm. This policy gives employers a chance to observe actual productive characteristics of the employees hired, and this information is then used to determine who stays with the firm and how fast and how high employees are promoted.

The benefits of using an internal labor market to fill vacancies are that the firm knows a lot about the people working for it. Hiring decisions for upper-level jobs in either the blue-collar or the white-collar workforces will thus offer few surprises to the firm. The costs of using the internal labor market are associated with the restriction of competition for the upper-level jobs to those in the firm. Those in the firm may not be the best employees available, but they are the only ones the
firm considers for these jobs. Firms most likely to decide that the benefits of using an internal labor market outweigh the costs are those whose upper-level workers must have a lot of firm-specific knowledge and training that can best be attained by on-the-job learning over the years.30

As noted earlier, firms that pay for training will want to ensure that they obtain employees who can learn quickly and will remain with them long enough for the training costs to be recouped through the post-training surplus. For these firms, the internal labor market offers two attractions. First, it allows the firm to observe workers on the job and thus make better decisions about which workers will be the recipients of later, perhaps very expensive, training. Second, the internal labor market tends to foster an attachment to the firm by its employees. They know that they have an inside track on upper-level vacancies because outsiders will not be considered. If they quit the firm, they would lose this privileged position. They are thus motivated to become long-term employees of the firm. The full implications of internal labor markets for wage policies within the firm will be discussed in chapter 11.

How Can the Employer Recoup Its Hiring Investments?

Whether a firm invests in training its workers or in selecting them, it will do so only if it believes it can generate an acceptable rate of return on its investment. For a labor investment to be worthwhile, an employer must be able to benefit from a situation in which workers are paid less than their marginal value to the firm in the post-investment period. How can employers generate a post-investment surplus from their hiring investments?

Suppose that applicants for a job vacancy have average, below-average, or above-average productivity but that the employer cannot tell which without making some kind of investment in acquiring that information. If the firm does not make this investment, it must assume that any particular applicant is of average ability and pay accordingly. If the firm makes an investment in acquiring information about its applicants, however, it could then hire only those whose productivity is above average. The surplus required to pay back its investment costs would then be created by paying these above-average workers a wage less than their true productivity.

Would the firm pay its new workers the average wage even though they are above average in productivity, thereby obtaining the full surplus? As with the case of training, the firm would probably decide to pay a wage greater than the average, but still below workers’ actual productivity, to increase the likelihood that the workers in whom it has invested will remain. If its workers quit, the firm would have to invest in acquiring information about their replacements.

While the self-interest of employers would drive them to pay an above-average wage to above-average workers, two things could allow the screening firm to pay a wage that is still lower than workers’ full productivity. One is the presence of mobility costs among employees. The other is that information one employer finds out through a costly screening process may not be observable by other employers without an investment of their own. Either of these conditions would inhibit employees from obtaining wage offers from competing firms that could afford to pay full-productivity wages because they had no screening expenses to recoup.

Review Questions

1. How do worker-mobility costs affect the slope of labor supply curves to individual firms?
2. Why do upward-sloping labor supply curves to firms cause the marginal expense of labor to exceed the wage rate?
3. One recent magazine article on economic recovery from a recession argued: “Labor productivity growth usually accelerates in the first year of an expansion, because firms are slow to hire new labor.” Comment.
4. “Minimum wage laws help low-wage workers because they simultaneously increase wages and reduce the marginal expense of labor.” Analyze this statement.
5. An author recently asserted: “Low-wage jobs provide fewer hours of work than high-wage jobs.” According to economic theory, is this statement likely to be correct? Why?
6. Workers in a certain job are trained by the company, and the company calculates that to recoup its investment costs, the workers’ wages must be $5 per hour below their marginal productivity. Suppose that after training, wages are set at $5 below marginal productivity but that developments in the product market quickly (and permanently) reduce marginal productivity by $2 per hour. If the company does not believe it can lower wages or employee benefits, how will its employment level be affected in the short run? How will its employment level be affected in the long run? Explain, being sure to define what you mean by the short run and the long run!
7. For decades, most large employers bought group health insurance from insurers who charged them premiums on a per-worker basis. In 1993, a proposal for a national health insurance plan contained a provision requiring group health insurers to charge premiums based on payroll (in effect, financing health insurance by a payroll “tax”). Assuming the total premiums paid by employers remain the same, what are the labor market implications of this proposed change in the way in which health insurance is financed?
8. The manager of a major league baseball team argues: “Even if I thought Player X was washed up, I couldn’t get rid of him. He’s in the third year of a four-year, $24-million deal. Our team is in no position financially to eat the rest of his contract.” Analyze the manager’s reasoning by using economic theory.
9. The president of France has announced that his government is considering abandoning
its 2002 law that placed a cap on the hours that French employees could work each week (French workers were not allowed to work more than 35 hours per week). The reasons for eliminating the cap on weekly hours were listed as “unanticipated adverse consequences” in the areas of skill formation and employment levels. Use economic theory learned in this course to analyze the effects of the hours cap on skill formation and employment levels.

10. The State of North Carolina has a program for state-subsidized training of disadvantaged workers at its community colleges. Employers adding at least 12 jobs can arrange for a community college to provide a program tailored to the individual firm. The college places ads for new hires and screens the applicants, the firms choose whom they want trained from the list supplied by the college, and the college provides the training (using equipment supplied by the firm). Finally, the firm selects employees from among those who successfully complete the training. Trainees are not paid during the training period. Analyze the likely effects on wages, employment, and hours of work associated with adopting this program.

Problems

1. Suppose a firm’s labor supply curve is \( E = 5W \), where \( W \) is the hourly wage.
   a. Solve for the hourly wage that must be paid to attract a given number of workers (\( E \)) to the firm.
   b. Express the total hourly labor cost associated with any given level of employment.
   c. Express the marginal expense of labor (\( ME_L \)) incurred when hiring an additional worker.

2. Assume that the labor supply curve to a firm is the one given in Problem 1. If the firm’s marginal revenue product (\( MRP_L \)) = 240 − 2E, what is the profit-maximizing level of employment (\( E^* \)), and what is the wage level (\( W^* \)) the firm would have to pay to obtain \( E^* \) workers?

3. A firm is considering hiring a worker and providing the worker with general training. The training costs $1,000, and the worker’s \( MRP_L \) during the training period is $3,000. If the worker can costlessly move to another employer in the post-training period and that employer will pay a wage equaling the new \( MRP_L \) how much will the training firm pay the worker in the training period?

4. As with the own-wage elasticity of demand for labor, the elasticity of supply of labor can be similarly classified. The elasticity of supply of labor is elastic if elasticity is greater than 1. It is inelastic if the elasticity is less than 1, and it is unitary elastic if the elasticity of supply equals 1. For each of the following occupations, calculate the elasticity of supply, and state whether the supply of labor is elastic, inelastic, or unitary elastic. \( E_S \) and \( W \) are the original supply of workers and wage. \( E_S^* \) and \( W^* \) are the new supply of workers and wage.
   a. \( \%\Delta E_S = 7, \%\Delta W = 3 \)
   b. \( E_S = 120, W = 8 \)
      \[ E_S^* = 90, W^* = 6 \]
   c. \( E_S = 100, W = 5 \)
      \[ E_S^* = 120, W^* = 7 \]

5. The supply of labor is given in the following table for Teddy’s Treats, a dog biscuit company, which is a profit-maximizing monopsonist.
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4. Calculate the total labor cost and the marginal expense of labor associated with each employment level.

5. Draw the supply of labor curve and the marginal expense of labor curve.

6. Teddy’s Treats, the dog biscuit company in Problem 5, has the following \( MRP_L \):

<table>
<thead>
<tr>
<th>Number of Hours</th>
<th>( MRP_L )</th>
</tr>
</thead>
<tbody>
<tr>
<td>18</td>
<td>29</td>
</tr>
<tr>
<td>19</td>
<td>27</td>
</tr>
<tr>
<td>20</td>
<td>25</td>
</tr>
<tr>
<td>21</td>
<td>23</td>
</tr>
<tr>
<td>22</td>
<td>21</td>
</tr>
</tbody>
</table>

7. Add the marginal revenue product curve to the drawing in Problem 5.

8. If Teddy’s Treats is maximizing profits, how many hours of labor will be hired? What wage will be offered?

9. Suppose the workers at Teddy’s Treats increase the number of hours they are willing to work at each wage rate. The new supply is:

<table>
<thead>
<tr>
<th>Offered Wage ($)</th>
<th>Supply of Labor (Number of Hours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>18</td>
</tr>
<tr>
<td>5</td>
<td>19</td>
</tr>
<tr>
<td>6</td>
<td>20</td>
</tr>
<tr>
<td>7</td>
<td>21</td>
</tr>
<tr>
<td>8</td>
<td>22</td>
</tr>
</tbody>
</table>

10. \( MRP_L \) is unchanged, how many hours of labor will now be hired? What wage will be offered?

11. The following table gives the quantity of labor, the offered wage, and the \( MRP_L \) at Toasty Tasties, a restaurant that specializes in breakfast and lunch.

<table>
<thead>
<tr>
<th>Quantity of Labor (Number of Hours)</th>
<th>Offered Wage ($)</th>
<th>( MRP_L )</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>6</td>
<td>–</td>
</tr>
<tr>
<td>6</td>
<td>8</td>
<td>50</td>
</tr>
<tr>
<td>7</td>
<td>10</td>
<td>38</td>
</tr>
<tr>
<td>8</td>
<td>12</td>
<td>26</td>
</tr>
<tr>
<td>9</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>10</td>
<td>16</td>
<td>2</td>
</tr>
<tr>
<td>11</td>
<td>18</td>
<td>1</td>
</tr>
</tbody>
</table>

12. Calculate the marginal expense of labor.

13. Draw the supply of labor, the marginal expense of labor, and the \( MRP_L \) curves at Toasty Tasties.
c. To maximize profits, how many hours of labor should be hired? What wage will the employer offer?
d. What would happen if some nonmarket force were to compel the firm to pay its employees $14 per hour?
e. What would happen if some nonmarket force were to compel the firm to pay its employees $26 per hour?

f. What would happen if some nonmarket force were to compel the firm to pay its employees an hourly wage that is larger than $26 per hour?

Selected Readings

This and the next four chapters will focus on issues of worker behavior. That is, chapters 6–10 will discuss and analyze various aspects of labor supply behavior. Labor supply decisions can be roughly divided into two categories. The first, which is addressed in this chapter and the next, includes decisions about whether to work at all and, if so, how long to work. Questions that must be answered include whether to participate in the labor force, whether to seek part-time or full-time work, and how long to work both at home and for pay. The second category of decisions, which is addressed in chapters 8–10, deals with the questions that must be faced by a person who has decided to seek work for pay: the occupation or general class of occupations in which to seek offers (chapters 8 and 9) and the geographical area in which offers should be sought (chapter 10).

This chapter begins with some basic facts concerning labor force participation rates and hours of work. We then develop a theoretical framework that can be used in the analysis of decisions to work for pay. This framework is also useful for analyzing the structure of various income maintenance programs.

**Trends in Labor Force Participation and Hours of Work**

When a person actively seeks work, he or she is, by definition, in the labor force. As pointed out in chapter 2, the labor force participation rate is the percentage of a given population that either has a job or is looking for one. Thus, one clear-cut
statistic important in measuring people’s willingness to work outside the home is the labor force participation rate.

**Labor Force Participation Rates**

One of the most dramatic changes in the labor market over the past six decades has been the increased labor force participation of women, especially married women. Table 6.1 shows the dimensions of this change. As recently as 1950, less than 25 percent of married women were in the labor force, but by 1980, this percentage had doubled. Recently, the labor force participation rate of married women has reached over 60 percent, although since 2000, the growth for married women seems to have stopped and the rates for single women have fallen.\(^1\)

One interest of this chapter is in understanding the forces underlying these changes.

**Table 6.1**

<table>
<thead>
<tr>
<th>Year</th>
<th>All Females</th>
<th>Single</th>
<th>Widowed, Divorced</th>
<th>Married</th>
</tr>
</thead>
<tbody>
<tr>
<td>1900</td>
<td>20.6</td>
<td>45.9</td>
<td>32.5</td>
<td>5.6</td>
</tr>
<tr>
<td>1910</td>
<td>25.5</td>
<td>54.0</td>
<td>34.1</td>
<td>10.7</td>
</tr>
<tr>
<td>1920</td>
<td>24.0</td>
<td>9.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1930</td>
<td>25.3</td>
<td>55.2</td>
<td>34.4</td>
<td>11.7</td>
</tr>
<tr>
<td>1940</td>
<td>26.7</td>
<td>53.1</td>
<td>33.7</td>
<td>13.8</td>
</tr>
<tr>
<td>1950</td>
<td>29.7</td>
<td>53.6</td>
<td>35.5</td>
<td>21.6</td>
</tr>
<tr>
<td>1960</td>
<td>37.7</td>
<td>58.6</td>
<td>41.6</td>
<td>31.9</td>
</tr>
<tr>
<td>1970</td>
<td>43.3</td>
<td>56.8</td>
<td>40.3</td>
<td>40.5</td>
</tr>
<tr>
<td>1980</td>
<td>51.5</td>
<td>64.4</td>
<td>43.6</td>
<td>49.8</td>
</tr>
<tr>
<td>1990</td>
<td>57.5</td>
<td>66.7</td>
<td>47.2</td>
<td>58.4</td>
</tr>
<tr>
<td>2000</td>
<td>59.9</td>
<td>68.9</td>
<td>49.0</td>
<td>61.1</td>
</tr>
<tr>
<td>2008</td>
<td>59.5</td>
<td>65.3</td>
<td>49.2</td>
<td>61.4</td>
</tr>
</tbody>
</table>


As can be seen in Table 6.2, a second set of changes in labor force participation is the decrease in the participation rates of men, especially among the young and the old. The most substantial decreases in the United States have been among those 65 and older, from about 42 percent in 1950 to about half that currently—although since 1990 rates have been climbing a bit. Participation rates for men of "prime age" have declined only slightly since 1950, although among 45- to 64-year-olds, there were sharp decreases in the 1930s and 1970s. Clearly, men are starting their work lives later and ending them earlier than they were in 1950.

The trends in American labor force participation rates have also been observed in other industrialized countries. In Table 6.3, we display, for countries with comparable data, the trends in participation rates for women in the 25–54 age group and for men near the age of early retirement (55 to 64 years old). Typically, the fraction of women in the labor force rose from half or less in 1965 to three-quarters or more roughly 40 years later. Among men between the ages of 55 and 64, participation fell markedly in each country except Japan, although the declines were much larger in some countries (France, for example) than others.

### Table 6.2

**Labor Force Participation Rates for Males in the United States, by Age, 1900–2008 (percentage)**

<table>
<thead>
<tr>
<th>Year</th>
<th>14–19</th>
<th>16–19</th>
<th>20–24</th>
<th>25–44</th>
<th>45–64</th>
<th>Over 65</th>
</tr>
</thead>
<tbody>
<tr>
<td>1900</td>
<td>61.1</td>
<td>91.7</td>
<td>96.3</td>
<td>93.3</td>
<td>68.3</td>
<td></td>
</tr>
<tr>
<td>1910</td>
<td>56.2</td>
<td>91.1</td>
<td>96.6</td>
<td>93.6</td>
<td>58.1</td>
<td></td>
</tr>
<tr>
<td>1920</td>
<td>52.6</td>
<td>90.9</td>
<td>97.1</td>
<td>93.8</td>
<td>60.1</td>
<td></td>
</tr>
<tr>
<td>1930</td>
<td>41.1</td>
<td>89.9</td>
<td>97.5</td>
<td>94.1</td>
<td>58.3</td>
<td></td>
</tr>
<tr>
<td>1940</td>
<td>34.4</td>
<td>88.0</td>
<td>95.0</td>
<td>88.7</td>
<td>41.5</td>
<td></td>
</tr>
<tr>
<td>1950</td>
<td>39.9</td>
<td>63.2</td>
<td>82.8</td>
<td>92.8</td>
<td>87.9</td>
<td>41.6</td>
</tr>
<tr>
<td>1960</td>
<td>38.1</td>
<td>56.1</td>
<td>86.1</td>
<td>95.2</td>
<td>89.0</td>
<td>30.6</td>
</tr>
<tr>
<td>1970</td>
<td>35.8</td>
<td>56.1</td>
<td>80.9</td>
<td>94.4</td>
<td>87.3</td>
<td>25.0</td>
</tr>
<tr>
<td>1980</td>
<td>60.5</td>
<td>85.9</td>
<td>95.4</td>
<td>82.2</td>
<td>19.0</td>
<td></td>
</tr>
<tr>
<td>1990</td>
<td>55.7</td>
<td>84.4</td>
<td>94.8</td>
<td>80.5</td>
<td>16.3</td>
<td></td>
</tr>
<tr>
<td>2000</td>
<td>52.8</td>
<td>82.6</td>
<td>93.0</td>
<td>80.4</td>
<td>17.7</td>
<td></td>
</tr>
<tr>
<td>2008</td>
<td>40.1</td>
<td>78.7</td>
<td>91.9</td>
<td>81.4</td>
<td>21.5</td>
<td></td>
</tr>
</tbody>
</table>
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Table 6.3
Labor Force Participation Rates of Women and Older Men, Selected Countries, 1965–2008 (Percentage)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Women, Age 25 to 54</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>33.9</td>
<td>44.0</td>
<td>65.1</td>
<td>75.6</td>
<td>82.0</td>
</tr>
<tr>
<td>France</td>
<td>42.8</td>
<td>54.1</td>
<td>67.0</td>
<td>76.1</td>
<td>83.2</td>
</tr>
<tr>
<td>Germany</td>
<td>46.1</td>
<td>50.5</td>
<td>58.3</td>
<td>72.5</td>
<td>80.5</td>
</tr>
<tr>
<td>Japan</td>
<td>–</td>
<td>53.0a</td>
<td>59.5</td>
<td>65.2</td>
<td>70.3</td>
</tr>
<tr>
<td>Sweden</td>
<td>56.0</td>
<td>68.9</td>
<td>87.1</td>
<td>88.2</td>
<td>87.5</td>
</tr>
<tr>
<td>United States</td>
<td>45.1</td>
<td>52.0</td>
<td>67.1</td>
<td>74.6</td>
<td>75.8</td>
</tr>
<tr>
<td><strong>Men, Age 55 to 64</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>86.4</td>
<td>81.3</td>
<td>72.3</td>
<td>60.4</td>
<td>67.2</td>
</tr>
<tr>
<td>France</td>
<td>76.0</td>
<td>72.1</td>
<td>53.6</td>
<td>43.5</td>
<td>42.6</td>
</tr>
<tr>
<td>Germany</td>
<td>84.6</td>
<td>73.4</td>
<td>63.1</td>
<td>53.0</td>
<td>67.2</td>
</tr>
<tr>
<td>Japan</td>
<td>–</td>
<td>86.3a</td>
<td>84.7</td>
<td>85.4</td>
<td>85.1</td>
</tr>
<tr>
<td>Sweden</td>
<td>88.3</td>
<td>82.7</td>
<td>77.0</td>
<td>70.9</td>
<td>76.7</td>
</tr>
<tr>
<td>United States</td>
<td>82.9</td>
<td>76.9</td>
<td>69.4</td>
<td>66.5</td>
<td>70.4</td>
</tr>
</tbody>
</table>

aData are for 1974 (earlier data not comparable).

(Sweden). Furthermore, the downward trends in four of the six countries shown appear to have reversed since the mid-1990s. Thus, while there are some differences in trends across the countries, it is likely that common forces are influencing labor supply trends in the industrialized world.

**Hours of Work**

Because data on labor force participation include both the employed and those who want a job but do not have one, they are a relatively pure measure of labor supply. In contrast, the weekly or yearly hours of work put in by the typical employee are often thought to be determined only by the demand side of the market. After all, don’t employers, in responding to the factors discussed in chapter 5, set the hours of work expected of their employees? They do, of course, but hours worked are also influenced by employee preferences on the supply side of the market, especially in the long run.

Even though employers set work schedules, employees can exercise their preferences regarding hours of work through their choice of part-time or full-time work, their decisions to work at more than one job, or their selection of
occupations and employers. For example, women managers who work full-time average more hours of work per week than full-time clerical workers, and male sales workers work more hours per week than their full-time counterparts in skilled craft jobs. Moreover, different employers offer different mixes of full-time and part-time work, require different weekly work schedules, and have different policies regarding vacations and paid holidays.

Employer offers regarding both hours and pay are intended to enhance their profits, but they must also satisfy the preferences of current and prospective employees. For example, if employees receiving an hourly wage of $X for 40 hours per week really wanted to work only 30 hours at $X per hour, some enterprising employer (presumably one with relatively lower quasi-fixed costs) would eventually seize on their dissatisfaction and offer jobs with a 30-hour workweek, ending up with a more satisfied, productive workforce in the process.

While the labor supply preferences of employees must be satisfied in the long run, most of the short-run changes in hours of work seem to emanate from the demand side of the market. Workweeks typically vary over the course of a business cycle, for example, with longer hours worked in periods of robust demand. In analyzing trends in hours of work, then, we must carefully distinguish between the forces of supply and demand.

In the first part of the twentieth century, workers in U.S. manufacturing plants typically worked 55 hours per week in years with strong economic activity; in the last two decades, American manufacturing workers have worked, on average, less than 40 hours per week during similar periods. For example, in the years 1988, 1995, and 2004—when the unemployment rate was roughly 5.5 percent and falling—manufacturing production workers averaged 38.4, 39.3, and 38.6 hours per week, respectively. In general, the decline in weekly hours of

---


manufacturing work in the United States occurred prior to 1950, and since then, hours of work have shown little tendency to decline.4

A Theory of the Decision to Work

Can labor supply theory help us to understand the long-run trends in labor force participation and hours of work noted above? Because labor is the most abundant factor of production, it is fair to say that any country’s well-being in the long run depends heavily on the willingness of its people to work. Leisure and other ways of spending time that do not involve work for pay are also important in generating well-being; however, any economy relies heavily on goods and services produced for market transactions. Therefore, it is important to understand the work-incentive effects of higher wages and incomes, different kinds of taxes, and various forms of income maintenance programs.

The decision to work is ultimately a decision about how to spend time. One way to use our available time is to spend it in pleasurable leisure activities. The other major way in which people use time is to work. We can work around the home, performing such household production as raising children, sewing, building, or even growing food. Alternatively, we can work for pay and use our earnings to purchase food, shelter, clothing, and child care.

Because working for pay and engaging in household production are two ways of getting the same jobs done, we shall initially ignore the distinction between them and treat work activities as working for pay. We shall therefore be characterizing the decision to work as a choice between leisure and working for pay. Most of the crucial factors affecting work incentives can be understood in this context, but insight into labor supply behavior can also be enriched by a consideration of household production; this we do in chapter 7.

If we regard the time spent eating, sleeping, and otherwise maintaining ourselves as more or less fixed by natural laws, then the discretionary time we have (16 hours a day, say) can be allocated to either work or leisure. It is most convenient for us to begin our analysis of the work/leisure choice by analyzing the demand for leisure hours.

Some Basic Concepts

Basically, the demand for a good is a function of three factors:

1. The opportunity cost of the good (which is often equal to market price).

---

4The averages cited in this paragraph refer to actual hours of work (obtained from the Census of Manufactures), not the more commonly available “hours paid for,” which include paid time off for illness, holidays, and vacations. A recent study found an unexpected expansion of work hours among highly educated men during the last two decades of the twentieth century; see Peter Kuhn and Fernando Lozano, “The Expanding Workweek? Understanding Trends in Long Work Hours among U.S. Men, 1979–2006,” Journal of Labor Economics 26 (April 2008): 311–343.
2. One’s level of wealth.
3. One’s set of preferences.

For example, consumption of heating oil will vary with the cost of such oil; as that cost rises, consumption tends to fall unless one of the other two factors intervenes. As wealth rises, people generally want larger and warmer houses that obviously require more oil to heat.\(^5\) Even if the price of energy and the level of personal wealth were to remain constant, the demand for energy could rise if a falling birthrate and lengthened life span resulted in a higher proportion of the population being aged and therefore wanting warmer houses. This change in the composition of the population amounts to a shift in the overall preferences for warmer houses and thus leads to a change in the demand for heating oil. (Economists usually assume that preferences are given and not subject to immediate change. For policy purposes, changes in prices and wealth are of paramount importance in explaining changes in demand because these variables are more susceptible to change by government or market forces.)

**Opportunity Cost of Leisure** To apply this general analysis of demand to the demand for leisure, we must first ask, “What is the opportunity cost of leisure?” The cost of spending an hour watching television is basically what one could earn if one had spent that hour working. Thus, the opportunity cost of an hour of leisure is equal to one’s wage rate—the extra earnings a worker can take home from an extra hour of work.\(^6\)

**Wealth and Income** Next, we must understand and be able to measure wealth. Naturally, wealth includes a family’s holdings of bank accounts, financial investments, and physical property. Workers’ skills can also be considered assets, since these skills can be, in effect, rented out to employers for a price. The more one can get in wages, the larger the value of one’s human assets. Unfortunately, it is not usually possible to directly measure people’s wealth. It is much easier to measure the returns from that wealth, because data on total income are readily available from government surveys. Economists often use total income as an indicator of total wealth, since the two are conceptually so closely related.\(^7\)

**Defining the Income Effect** Theory suggests that if income increases while wages and preferences are held constant, the number of leisure hours demanded will rise. Put differently, if income increases, holding wages constant, desired hours of

---

\(^5\)When the demand for a good rises with wealth, economists say the good is a *normal good*. If demand falls as wealth rises, the good is said to be an *inferior good* (traveling or commuting by bus is sometimes cited as an example of an inferior good).

\(^6\)This assumes that individuals can work as many hours as they want at a fixed wage rate. While this assumption may seem overly simplistic, it will not lead to wrong conclusions with respect to the issues analyzed in this chapter. More rigorously, it should be said that leisure’s marginal opportunity cost is the marginal wage rate (the wage one could receive for an extra hour of work).

\(^7\)The best indicator of wealth is permanent, or long-run potential, income. Current income may differ from permanent income for a variety of reasons (unemployment, illness, unusually large amounts of overtime work, etc.). For our purposes here, however, the distinction between current income and permanent income is not too important.
work will go down. (Conversely, if income is reduced while the wage rate is held constant, desired hours of work will go up.) Economists call the response of desired hours of leisure to changes in income, with wages held constant, the *income effect*. The income effect is based on the simple notion that as incomes rise, holding leisure’s opportunity cost constant, people will want to consume more leisure (which means working less).

Because we have assumed that time is spent either in leisure or in working for pay, the income effect can be expressed in terms of the *supply of working hours* as well as the demand for leisure hours. Because the ultimate focus of this chapter is labor supply, we choose to express this effect in the context of supply.

Using algebraic notation, we define the income effect as the change in hours of work (ΔH) produced by a change in income (ΔY), holding wages constant (W):

\[
\text{Income Effect} = \frac{\Delta H}{\Delta Y} | W < 0 \tag{6.1}
\]

We say the income effect is negative because the sign of the fraction in equation (6.1) is negative. If income goes up (wages held constant), hours of work fall. If income goes down, hours of work increase. The numerator (ΔH) and denominator (ΔY) in equation (6.1) move in opposite directions, giving a negative sign to the income effect.

**Defining the Substitution Effect** Theory also suggests that *if income is held constant, an increase in the wage rate will raise the price and reduce the demand for leisure, thereby increasing work incentives*. (Likewise, a decrease in the wage rate will reduce leisure’s opportunity cost and the incentives to work, holding income constant.) This substitution effect occurs because as the cost of leisure changes, income held constant, leisure and work hours are substituted for each other.

In contrast to the income effect, the substitution effect is positive. Because this effect is the change in hours of work (ΔH) induced by a change in the wage (ΔW), holding income constant (Y), the substitution effect can be written as

\[
\text{Substitution Effect} = \frac{\Delta H}{\Delta W} | Y > 0 \tag{6.2}
\]

Because the numerator (ΔH) and denominator (ΔW) always move in the same direction, at least in theory, the substitution effect has a positive sign.

**Observing Income and Substitution Effects Separately** At times, it is possible to observe situations or programs that create only one effect or the other. (Laboratory experiments can also create separate income and substitution effects; an experiment with pigeons, discussed in Example 6.1, suggests that labor supply theory can even be generalized beyond humans!) Usually, however, both effects are simultaneously present, often working against each other.
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Receiving an inheritance offers an example of the income effect by itself. The bequest enhances wealth (income) independent of the hours of work. Thus, income is increased without a change in the compensation received from an hour of work. In this case, the income effect induces the person to consume more leisure, thereby reducing the willingness to work. (Some support for this theoretical prediction can be seen later in Example 6.3.)

Observing the substitution effect by itself is rare, but one example comes from the 1980 presidential campaign, when candidate John Anderson proposed a program aimed at conserving gasoline. His plan consisted of raising the gasoline tax but offsetting this increase by a reduced Social Security tax payable by individuals on their earnings. The idea was to raise the price of gasoline without reducing people’s overall spendable income.

For our purposes, this plan is interesting because, for the typical worker, it would have created only a substitution effect on labor supply. Social Security revenues are collected by a tax on earnings, so reductions in the tax are, in effect, increases in the wage rate for most workers. For the average person, however, the increased wealth associated with this wage increase would have been exactly

**EXAMPLE 6.1**

**The Labor Supply of Pigeons**

Economics has been defined as “the study of the allocation of scarce resources among unlimited and competing uses.” Stated this way, the tools of economics can be used to analyze the behavior of animals as well as humans. In a classic study, Raymond Battalio, Leonard Green, and John Kagel describe an experiment in which they estimated income and substitution effects (and thus the shape of the labor supply curve) for animals.

The subjects were male White Carneaux pigeons. The job task consisted of pecking at a response key. If the pigeons pecked the lever enough times, their payoff was access to a food hopper containing mixed grains. “Wages” were changed by altering the average number of pecks per payoff. Pecking requirements varied from as much as 400 pecks per payoff (a very low wage) to as few as 12.5 pecks. In addition, “unearned income” could be changed by giving the pigeons free access to the food hopper without the need for pecking. The environment was meant to observe the trade-off between key pecking (“work”) and the pigeons’ primary alternative activities of preening themselves and walking around (“leisure”). The job task was not awkward or difficult for pigeons to perform, but it did require effort.

Battalio, Green, and Kagel found that pigeons’ actions were perfectly consistent with economic theory. In the first stage of the experiment, they cut the wage rate (payoff per peck) but added enough free food to isolate the substitution effect. In almost every case, the birds reduced their labor supply and spent more time on leisure activities. In the second stage of the experiment, they took away the free food to isolate the income effect. They found that every pigeon increased its pecking (cutting its leisure) as its income was cut. Thus, leisure is a normal good for pigeons.

offset by increases in the gasoline tax.\footnote{An increase in the price of gasoline will reduce the income people have left for expenditures on non-gasoline consumption only if the demand for gasoline is inelastic. In this case, the percentage reduction in gasoline consumption is smaller than the percentage increase in price; total expenditures on gasoline would thus rise. Our analysis assumes this to be the case. For a study of how gasoline taxes affect labor supply, see Sarah West and Roberton Williams, “Empirical Estimates for Environmental Policy Making in a Second-Best Setting,” National Bureau of Economic Research, Working Paper No. 10330 (March 2004).} Hence, wages would have been increased while income was held more or less constant. This program would have created a substitution effect that induced people to work more hours.

**Both Effects Occur When Wages Rise** While the above examples illustrate situations in which the income or the substitution effect is present by itself, normally both effects are present, often working in opposite directions. The presence of both effects working in opposite directions creates ambiguity in predicting the overall labor supply response in many cases. Consider the case of a person who receives a wage increase.

The labor supply response to a simple wage increase will involve both an income effect and a substitution effect. The income effect is the result of the worker’s enhanced wealth (or potential income) after the increase. For a given level of work effort, he or she now has a greater command over resources than before (because more income is received for any given number of hours of work). The substitution effect results from the fact that the wage increase raises the opportunity costs of leisure. Because the actual labor supply response is the sum of the income and substitution effects, we cannot predict the response in advance; theory simply does not tell us which effect is stronger.

If the income effect is stronger, the person will respond to a wage increase by decreasing his or her labor supply. This decrease will be smaller than if the same change in wealth were due to an increase in nonlabor wealth, because the substitution effect is present and acts as a moderating influence. However, as seen in Example 6.2, when the income effect dominates, the substitution effect is not large enough to prevent labor supply from declining. It is entirely plausible, of course, that the substitution effect will dominate. If so, the actual response to wage increases will be to increase labor supply.

Should the substitution effect dominate, the person’s labor supply curve—relating, say, his or her desired hours of work to wages—will be positively sloped. That is, labor supplied will increase with the wage rate. If, on the other hand, the income effect dominates, the person’s labor supply curve will be negatively sloped. Economic theory cannot say which effect will dominate, and in fact, individual labor supply curves could be positively sloped in some ranges of the wage and negatively sloped in others. In Figure 6.1, for example, the person’s desired hours of work increase (substitution effect dominates) when wages go up as long as wages are low (below $W^*$). At higher wages, however, further increases result in
reduced hours of work (the income effect dominates); economists refer to such a curve as \textit{backward-bending}.

\textbf{Analysis of the Labor/Leisure Choice}

This section introduces indifference curves and budget constraints—visual aids that make the theory of labor supply easier to understand and to apply to complex policy issues. These graphical aids visually depict the basic factors underlying the demand for leisure (supply of labor) discussed earlier.

\textbf{Preferences} \hspace{1em} Let us assume that there are two major categories of goods that make people happy—leisure time and the goods people can buy with money. If we take the prices of goods as fixed, then they can be compressed into one index that is measured by money income (with prices fixed, more money income means...
it is possible to consume more goods). Using two categories, leisure and money income, allows our graphs to be drawn in two-dimensional space.

Since both leisure and money can be used to generate satisfaction (or utility), these two goods are to some extent substitutes for each other. If forced to give up some money income—by cutting back on hours of work, for example—some increase in leisure time could be substituted for this lost income to keep a person as happy as before.

To understand how preferences can be graphed, suppose a thoughtful consumer/worker were asked to decide how happy he or she would be with a daily income of $64 combined with 8 hours of leisure (point \(a\) in Figure 6.2). This level of happiness could be called utility level \(A\). Our consumer/worker could name other combinations of money income and leisure hours that would also yield utility level \(A\). Assume that our respondent named five other combinations. All six combinations of money income and leisure hours that yield utility level \(A\) are represented by heavy dots in Figure 6.2. The curve connecting these dots is called an indifference curve, which connects the various combinations of money income and leisure that yield equal utility. (The term indifference curve is derived from the fact that since each point on the curve yields equal utility, a person is truly indifferent about where on the curve he or she will be.)

Our worker/consumer could no doubt achieve a higher level of happiness if he or she could combine the 8 hours of leisure with an income of $100 per day.
instead of just $64 a day. This higher satisfaction level could be called utility level \( B \). The consumer could name other combinations of money income and leisure that would also yield \( \text{this} \) higher level of utility. These combinations are denoted by the Xs in Figure 6.2 that are connected by a second indifference curve.

Indifference curves have certain specific characteristics that are reflected in the way they are drawn:

1. Utility level \( B \) represents more happiness than level \( A \). Every level of leisure consumption is combined with a higher income on \( B \) than on \( A \). Hence, our respondent prefers all points on indifference curve \( B \) to any point on curve \( A \). A whole set of indifference curves could be drawn for this one person, each representing a different utility level. Any such curve that lies to the northeast of another one is preferred to any curve to the southwest because the northeastern curve represents a higher level of utility.

2. Indifference curves do not intersect. If they did, the point of intersection would represent one combination of money income and leisure that yielded two different levels of satisfaction. We assume our worker/consumer is not so inconsistent in stating his or her preferences that this could happen.

3. Indifference curves are negatively sloped because if either income or leisure hours are increased, the other is reduced in order to preserve the same level of utility. If the slope is steep, as at segment \( LK \) in Figure 6.3, a given loss of income need not be accompanied by a large increase in leisure hours to keep utility constant.\(^9\) When the curve is relatively flat, however, as at segment \( MN \) in Figure 6.3, a given decrease in income must be accompanied by a large increase in the consumption of leisure to hold utility constant. Thus, when indifference curves are relatively steep, people do not value money income as highly as when such curves are relatively flat; when they are flat, a loss of income can only be compensated for by a large increase in leisure if utility is to be kept constant.

4. Indifference curves are convex—steeper at the left than at the right. This shape reflects the assumption that when money income is relatively high and leisure hours are relatively few, leisure is more highly valued (and income less valued) than when leisure is abundant and income relatively scarce. At segment \( LK \) in Figure 6.3, a great loss of income (from \( Y_4 \) to \( Y_3 \), for example) can be compensated for by just a little increase in leisure, whereas a little loss of leisure time (from \( H_3 \) to \( H_4 \), for example) would require a relatively large increase in income to maintain equal utility. What is relatively scarce is more highly valued.

\(^9\)Economists call the change in money income needed to hold utility constant when leisure hours are changed by one unit the marginal rate of substitution between leisure and money income. This marginal rate of substitution can be graphically understood as the slope of the indifference curve at any point. At point \( L \), for example, the slope is relatively steep, so economists would say that the marginal rate of substitution at point \( L \) is relatively high.
5. Conversely, when income is low and leisure is abundant (segment $MN$ in Figure 6.3), income is more highly valued. Losing income (by moving from $Y_2$ to $Y_1$, for example) would require a huge increase in leisure for utility to remain constant. To repeat, what is relatively scarce is assumed to be more highly valued.

6. Finally, different people have different sets of indifference curves. The curves drawn in Figures 6.2 and 6.3 were for one person. Another person would have a completely different set of curves. People who value leisure more highly, for example, would have had indifference curves that were generally steeper (see Figure 6.4a). People who do not value leisure highly would have relatively flat curves (see Figure 6.4b). Thus, individual preferences can be portrayed graphically.

**Income and Wage Constraints**  Everyone would like to maximize his or her utility, which would be ideally done by consuming every available hour of leisure combined with the highest conceivable income. Unfortunately, the resources anyone can command are limited. Thus, all that is possible is to do the best one can, given limited resources. To see these resource limitations graphically requires superimposing constraints on one’s set of indifference curves to see which combinations of income and leisure are available and which are not.

Suppose the person whose indifference curves are graphed in Figure 6.2 had no source of income other than labor earnings. Suppose, further, that he
or she could earn $8 per hour. Figure 6.5 includes the two indifference curves shown in Figure 6.2 as well as a straight line \((ED)\) connecting combinations of leisure and income that are possible for a person with an $8 wage and no outside income. If 16 hours per day are available for work...
and leisure,\textsuperscript{10} and if this person consumes all 16 in leisure, then money income will be zero (point $D$ in Figure 6.5). If 5 hours a day are devoted to work, income will be $40 per day (point $M$), and if 16 hours a day are worked, income will be $128 per day (point $E$). Other points on this line—for example, the point of 15 hours of leisure (1 hour of work) and $8$ of income—are also possible. This line, which reflects the combinations of leisure and income that are possible for the individual, is called the \textit{budget constraint}. Any combination to the right of the budget constraint is not achievable; the person’s command over resources is simply not sufficient to attain these combinations of leisure and money income.

The \textit{slope} of the budget constraint is a graphical representation of the wage rate. One’s wage rate is properly defined as the increment in income ($\Delta Y$) derived from an increment in hours of work ($\Delta H$):

$$\text{Wage Rate} = \frac{\Delta Y}{\Delta H}$$ \hspace{1cm} (6.3)

Now $\Delta Y/\Delta H$ is exactly the slope of the budget constraint (in absolute value).\textsuperscript{11} Figure 6.5 shows how the constraint rises $8$ for every 1-hour increase in work: if the person works 0 hours, income per day is zero; if the person works 1 hour, $8$ in income is received; if he or she works 5 hours, $40$ in income is achieved. The constraint rises $8$ because the wage rate is $8$ per hour. If the person could earn $16$ per hour, the constraint would rise twice as fast and therefore be twice as steep.

It is clear from Figure 6.5 that our consumer/worker cannot achieve utility level $B$. He or she can achieve \textit{some} points on the indifference curve representing utility level $A$—specifically, those points between $L$ and $M$ in Figure 6.5. However, if our consumer/worker is a utility maximizer, he or she will realize that a utility level \textit{above} $A$ is possible. Remembering that an infinite number of indifference curves can be drawn between curves $A$ and $B$ in Figure 6.5, one representing each possible level of satisfaction between $A$ and $B$, we can draw a curve ($A'$) that is northeast of curve $A$ and just \textit{tangent} to the budget constraint at point $N$. Any movement along the budget constraint \textit{away} from the tangency point places the person on an indifference curve lying \textit{below} $A'$.

\textsuperscript{10}Our assumption that 8 hours per day are required for sleeping and other “maintenance” activities is purely for ease of exposition. These activities themselves are a matter of economic choice, at least to some extent; see, for example, Jeff E. Biddle and Daniel S. Hamermesh, “Sleep and the Allocation of Time,” \textit{Journal of Political Economy} 98, no. 5, pt. 1 (October 1990): 922–943. Modeling a three-way choice between work, leisure, and maintenance activities would complicate our analysis without changing the essential insights theory can offer about the labor/leisure choice workers must make.

\textsuperscript{11}The vertical change for a one-unit change in horizontal distance is the definition of \textit{slope}. \textit{Absolute value} refers to the magnitude of the slope, disregarding whether it is positive or negative. The budget constraint drawn in Figure 6.5 is a straight line (and thus has a constant slope). In economic terms, a straight-line budget constraint reflects the assumption that the wage rate at which one can work is fixed and that it does not change with the hours of work. However, the major theoretical implications derived from using a straight-line constraint would be unchanged by employing a convex one, so we are using the fixed-wage assumption for ease of exposition.
Workers who face the same budget constraint, but who have different preferences for leisure, will make different choices about hours of work. If the person whose preferences were depicted in Figure 6.5 had placed lower values on leisure time—and therefore had indifference curves that were comparatively flatter, such as the one shown in Figure 6.4b—then the point of tangency with constraint $ED$ would have been to the left of point $N$ (indicating more hours of work). Conversely, if he or she had steeper indifference curves, signifying that leisure time was more valuable (see Figure 6.4a), then the point of tangency in Figure 6.5 would have been to the right of point $N$, and fewer hours of work would have been desired. Indeed, some people will have indifference curves so steep (that is, preferences for leisure so strong) that there is no point of tangency with $ED$. For these people, as is illustrated by Figure 6.6, utility is maximized at the “corner” (point $D$); they desire no work at all and therefore are not in the labor force.

**The Income Effect**  
Suppose now that the person depicted in Figure 6.5 receives a source of income independent of work. Suppose further that this nonlabor income amounts to about $36 per day. Thus, even if this person worked 0 hours per day, his or her daily income would be $36. Naturally, if the person worked more than 0 hours, his or her daily income would be equal to $36 plus earnings (the wage multiplied by the hours of work).

Our person’s command over resources has clearly increased, as can be shown by drawing a new budget constraint to reflect the nonlabor income. As shown by the darker blue line in Figure 6.7, the endpoints of the new constraint are point $d$ (0 hours of work and $36 of money income) and point $e$ (16 hours of work and $128 of money income).
work and $164 of income—$36 in nonlabor income plus $128 in earnings). Note that the new constraint is parallel to the old one. Parallel lines have the same slope; since the slope of each constraint reflects the wage rate, we can infer that the increase in nonlabor income has not changed the person’s wage rate.

We have just described a situation in which a pure income effect should be observed. Income (wealth) has been increased, but the wage rate has remained unchanged. The previous section noted that if wealth increased and the opportunity cost of leisure remained constant, the person would consume more leisure and work less. We thus concluded that the income effect was negative, and this negative relationship is illustrated graphically in Figure 6.7.

When the old budget constraint (ED) was in effect, the person’s highest level of utility was reached at point N, working 9 hours a day. With the new constraint (ed), the optimum hours of work are 8 per day (point P). The new source of income, because it does not alter the wage, has caused an income effect that results in one less hour of work per day. Statistical analyses of people who received large inheritances (Example 6.3) or who won large lottery prizes\textsuperscript{12}

support the prediction that labor supply is reduced when unearned income rises.

**Income and Substitution Effects with a Wage Increase** Suppose that instead of increasing one’s command over resources by receiving a source of nonlabor income, the wage rate were to be increased from $8 to $12 per hour. This increase, as noted earlier, would cause both an income effect and a substitution effect; workers would be wealthier and face a higher opportunity cost of leisure. Theory tells us in this case that the substitution effect pushes them toward more hours of work and the income effect toward fewer, but it cannot tell us which effect will dominate.

Figures 6.8 and 6.9 illustrate the possible effects of the above wage change on a person’s labor supply, which we now assume is initially 8 hours per day. Figure 6.8 illustrates the case in which the observed response by a worker is to increase the hours of work; in this case, the substitution effect is stronger than the income effect. Figure 6.9 illustrates the case in which the income effect is stronger and the response to a wage increase is to reduce the hours of work. The difference between the two figures lies solely in the shape of the indifference curves that might describe a person’s preferences; the budget constraints, which reflect wealth and the wage rate, are exactly the same.

Figures 6.8 and 6.9 both show the old constraint, $AB$, the slope of which reflects the wage of $8 per hour. They also show the new one, $AC$, which reflects...
the $12 wage. Because we assume workers have no source of nonlabor income, both constraints are anchored at point A, where income is zero if a person does not work. Point C on the new constraint is now at $192 (16 hours of work times $12 per hour).

With the worker whose preferences are depicted in Figure 6.8, the wage increase makes utility level $U_2$ the highest that can be reached. The tangency point at $N_2$ suggests that 11 hours of work is optimum. When the old constraint was in effect, the utility-maximizing hours of work were 8 per day (point $N_1$). Thus, the wage increase would cause this person’s desired hours of work to increase by 3 per day.

With the worker whose preferences are depicted in Figure 6.9, the wage increase would make utility level $U_2'$ the highest one possible (the prime emphasizes that workers’ preferences differ and that utility levels in Figures 6.8 and 6.9 cannot be compared). Utility is maximized at $N_2'$, at 6 hours of work per day. Thus, with preferences like those in Figure 6.9, working hours fall from 8 to 6 as the wage rate increases.

**Isolating Income and Substitution Effects** We have graphically depicted the income effect by itself (Figure 6.7) and the two possible outcomes of an increase in wages (Figures 6.8 and 6.9), which combine the income and substitution effects. Is it possible to graphically isolate the substitution effect? The answer is yes, and
EXAMPLE 6.3

Do Large Inheritances Induce Labor Force Withdrawal?

Do large bequests of unearned income reduce people’s incentives to work? One study divided people who received inheritances in 1982–1983 into two groups: those who received small bequests (averaging $7,700) and those who received larger ones, averaging $346,200. The study then analyzed changes in the labor force participation behavior of the two groups between 1982 and 1985. Not surprisingly, those who received the larger inheritances were more likely to drop out of the labor force. Specifically, in an environment in which other forces were causing the labor force participation rate among the small-bequest group to rise from 76 percent to 81 percent, the rate in the large-bequest group fell from 70 percent to 65 percent. Somewhat more surprising was the fact that perhaps in anticipation of the large bequest, the labor force participation rate among the people in the latter group was lower to begin with!


the most meaningful way to do this is to return to the context of a wage change, such as the one depicted in Figures 6.8 and 6.9. We arbitrarily choose to analyze the response shown in Figure 6.8.

Figure 6.10 has three panels. Panel (a) repeats Figure 6.8; it shows the final, overall effect of a wage increase on the labor supply of the person whose preferences are depicted. As we saw earlier, the effect of the wage increase in this case is to raise the person’s utility from $U_1$ to $U_2$ and to induce this worker to increase desired hours of work from 8 to 11 per day. Embedded in this overall effect of the wage increase, however, is an income effect pushing toward less work and a substitution effect pushing toward more. These effects are graphically separated in panels (b) and (c).

Panel (b) of Figure 6.10 shows the income effect that is embedded in the overall response to the wage change. By definition, the income effect is the change in desired hours of work brought on by increased wealth, holding the wage rate constant. To reveal this embedded effect, we ask a hypothetical question: “What would have been the change in labor supply if the person depicted in panel (a) had reached the new indifference curve ($U_2$) with a change in nonlabor income instead of a change in his or her wage rate?”

We begin to answer this question graphically by moving the old constraint to the northeast, which depicts the greater command over leisure time and goods—and hence the higher level of utility—associated with greater wealth. The constraint is shifted outward while maintaining its original slope (reflecting the old $8$ wage), which holds the wage constant. The dashed line in panel (b), which is parallel to $AB$, depicts this hypothetical movement of the old constraint, and it results in a tangency point at $N_3$. This tangency suggests that had the person received nonlabor income, with no change in the wage, sufficient to reach the new level of utility, he or she would have reduced work hours from 8 ($N_1$) to 7 ($N_3$) per
day. This shift is graphical verification that the income effect is negative, assuming that leisure is a normal good.

The substitution effect is the effect on labor supply of a change in the wage rate, holding wealth constant. It can be seen in panel (c) of Figure 6.10 as the difference between where the person actually ended up on indifference curve $U_2$ (tangency at $N_2$) and where he or she would have ended up with a pure income effect (tangency at $N_3$). Comparing tangency points on the same indifference curve is a graphical approximation to holding wealth constant. Thus, with the wage change, the person represented in Figure 6.10 ended up at point $N_2$, working 11 hours a day. Without the wage change, the person would have chosen to work 7 hours a day (point $N_3$). The wage change by itself, holding utility (or real wealth) constant, caused work hours to increase by 4 per day.\(^{13}\) This increase demonstrates that the substitution effect is positive.

To summarize, the observed effect of raising wages from $8 to $12 per hour increased the hours of work in Figure 6.10 from 8 to 11 per day. This observed effect, however, is the sum of two component effects. The income effect, which operates because a higher wage increases one’s real wealth, tended to reduce the hours of work from 8 to 7 per day. The substitution effect, which captures the pure effect of the change in leisure’s opportunity cost, tended to push the person toward 4 more hours of work per day. The end result was an increase of 3 in the hours worked each day.

**Which Effect Is Stronger?** Suppose that a wage increase changes the budget constraint facing a worker from $CD$ to $CE$ in Figure 6.11. If the worker had a relatively flat set of indifference curves, the initial tangency along $CD$ might be at point $A$, implying a relatively heavy work schedule. If the person had more steeply sloped indifference curves, the initial tangency might be at point $B$, where hours at work are fewer.

One important influence on the size of the income effect is the extent of the northeast movement of the new constraint: the more the constraint shifts outward, the greater the income effect will tend to be. For a person with an initial tangency at point $A$, for example, the northeast movement is larger than that for a person whose initial tangency is at point $B$. Put in words, the increased command over resources made possible by a wage increase is only attainable if one works, and the more work-oriented the person is, the greater will be his or her increase in resources. Other things equal, people who are working longer hours will exhibit greater income effects when wage rates change.

To take this reasoning to the extreme, suppose a person’s indifference curves were so steep that the person was initially out of the labor force (that is, when the

---

\(^{13}\)In our initial definition of the substitution effect, we held *money income* constant, while in the graphical analysis, we held *utility* constant. These slightly different approaches were followed for explanatory convenience, and they represent (respectively) the theoretical analyses suggested by Evgeny Slutsky and John Hicks. For an easy-to-follow explanation of the two approaches, see Heinz Kohler, *Intermediate Microeconomics* (Glenview, Ill.: Scott Foresman, 1986): 76–81.
Figure 6.10
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Dominating: Isolating Income and Substitution Effects
budget constraint was CD in Figure 6.11, his or her utility was maximized at point C). The wage increase and the resultant new constraint, CE, can induce only two outcomes: the person will either begin to work for pay or remain out of the labor force. Reducing the hours of paid employment is not possible. For those who are out of the labor force, then, the decision to participate as wage offers rise clearly reflects a dominant substitution effect. Conversely, if someone currently working decides to change his or her participation decision and drop out of the labor force when wages fall, the substitution effect has again dominated. Thus, the labor force participation decisions brought about by wage changes exhibit a dominant substitution effect. We turn now to a more detailed analysis of the decision whether to join the labor force.

**The Reservation Wage** An implication of our labor supply theory is that if people who are not in the labor force place a value of $X on the marginal hour of leisure, then they would be unwilling to take a job unless the offered wages were greater than $X. Because they will “reserve” their labor unless the wage is $X or more (see Example 6.4), economists say that they have a reservation wage of $X. The reservation wage, then, is the wage below which a person will not work, and in the labor/leisure context, it represents the value placed on an hour of lost leisure time.14

Refer back to Figure 6.6, which graphically depicted a person choosing not to work. The reason there was no tangency between an indifference curve and

---

the budget constraint—and the reason the person remained out of the labor force—was that the wage was everywhere lower than his or her marginal value of leisure time.

Often, people are thought to behave as if they have both a reservation wage and a certain number of work hours that must be offered before they will consider taking a job. The reasons are not difficult to understand and are illustrated in Figure 6.12. Suppose that taking a job entails 2 hours of commuting time (round-trip) per day. These hours, of course, are unpaid, so the worker’s budget constraint must reflect that if a job is accepted, 2 hours of leisure are given up before there is any increase in income. These fixed costs of working are reflected in Figure 6.12 by segment AB. Segment BC, of course, reflects the earnings that are possible (once at work), and the slope of BC represents the person’s wage rate.

Is the wage underlying BC great enough to induce the person to work? Consider indifference curve $U_1$, which represents the highest level of utility this person can achieve, given budget constraint ABC. Utility is maximized at point A, and the person chooses not to work. It is clear from this choice that the offered wage (given the 2-hour commute) is below the person’s reservation wage, but can we show the latter wage graphically?

To take work with a 2-hour commute, the person depicted in Figure 6.12 must find a job able to generate a combination of earnings and leisure time that yields a utility level equal to, or greater than, $U_1$. This is possible only if the person’s budget constraint is equal to (or to the right of) $ABD$, which is tangent to $U_1$. 

![Reservation Wage with Fixed Time Costs of Working](image-url)
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**Example 6.4**

**Daily Labor Supply at the Ballpark**

The theory of labor supply rests in part on the assumption that when workers’ offered wages climb above their reservation wages, they will decide to participate in the labor market. An implication of this theory is that in jobs for which hiring is done on a daily basis, and for which wages fluctuate widely from day to day, we should observe daily fluctuations in participation. These expectations are supported by the daily labor supply decisions of vendors at Major League Baseball games.

One such study examined the individual labor supply behavior of vendors in one ballpark over the course of the 1996 major league baseball season. Vendors walk through the stands selling food and drinks, and their earnings are completely determined by the sales they are able to make each day. The vendors studied could freely choose whether to work any given game, and the data collected by this study clearly suggest they made their decisions by weighing their opportunity cost of working against their expected earnings during the course of the game. (Expected earnings, of course, are related to a number of factors, including how many fans were likely to attend the game.)

The study was able to compare the actual amount earned by each vendor at each game with the number of vendors who had decided to work. The average amount earned by vendors was $43.81, with a low of $26.55 for one game and a high of $73.15 for another—and about 45 vendors worked the typical game at this ballpark. The study found that an increase in average earnings of $10 (which represents about a one standard deviation increase from the mean of $43.81) lured about six extra vendors to the stadium.

Clearly, then, vendors behaved as if they had reservation wages that they compared with expected earnings when deciding whether to work particular games.


at point $X$. The person’s reservation wage, then, is equal to the slope of $BD$, and you can readily note that in this case, the slope of $BD$ exceeds the slope of $BC$, which represents the currently offered wage. Moreover, to bring utility up to the level of $U_1$ (the utility associated with not working), the person shown in Figure 6.12 must be able to find a job at the reservation wage that offers 4 hours of work per day. Put differently, at this person’s reservation wage, he or she would want to consume 10 hours of leisure daily, and with a 2-hour commute, this implies 4 hours of work.

**Empirical Findings on the Income and Substitution Effects**

Labor supply theory suggests that the choices workers make concerning their desired hours of work depend on their wealth and the wage rate they can command, in addition to their preferences. In particular, this theory suggests the existence of a negative income effect and a positive substitution effect. Empirical tests of labor supply theory generally attempt to determine if these two effects can be observed, if they operate in the expected directions, and what their relative magnitudes are.
Most recent studies of labor supply have used large samples of individuals to analyze how labor force participation and hours of work are affected by wage rates and income, holding other influences (age, for example) constant. Studies of male and female labor force behavior are done separately because of the different roles men and women typically play in performing household work and child-rearing—activities that clearly affect labor supply decisions but about which information is usually very limited.

The studies of labor supply behavior for men between the ages of 25 and 55 generally conclude that both income and substitution effects are small, perhaps even zero. Probably because the net responses to wage changes are so close to zero, the results of studies that try to separately measure the income and substitution effects—while generally supportive of the theory—are highly dependent on the statistical methods used.\(^{15}\) Studies of older men tend to focus on retirement behavior (a topic we will address in chapter 7) and find, as theory suggests, that the substitution effect dominates the decision whether to withdraw from the labor force. In particular, the sharp rise in early retirements in the last two decades of the twentieth century was concentrated among men with lower levels of education, for whom wages fell during that period.\(^{16}\)

Studies of the labor supply behavior of married women generally have found a greater responsiveness to wage changes than is found among men, and recent work suggests two generalizations. First, changes in the hours of work associated with a wage change for married women are closer to those for men than are changes in labor force participation; that is, as seen in Example 6.5, the labor force participation rate for married women has been more responsive to wage changes than have been the hours of work. Second, in the last two decades, the labor supply behavior of married women has become much more similar to that for men—meaning that the labor supply of women is becoming less responsive to wage changes than it used to be. The reduced responsiveness has been especially noticeable in women’s labor force participation decisions, where the differences between men and women have been greatest.\(^{17}\) This growing similarity in labor supply behavior may well reflect a growing similarity in the expectations held by women and men concerning work and careers.
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Policy Applications

Many income maintenance programs create budget constraints that increase income while reducing the take-home wage rate (thus causing the income and substitution effects to work in the same direction). Therefore, using labor supply theory to analyze the work-incentive effects of various social programs is both instructive and important. We characterize these programs by the budget constraints they create for their recipients.

EXAMPLE 6.5

Labor Supply Effects of Income Tax Cuts

In 1986, Congress changed the personal income tax system in the United States by drastically reducing tax rates on upper levels of income. Before this change, for example, families paid a 50 percent tax rate on taxable incomes over $170,000; after the change, this tax rate was reduced to 28 percent. The tax rate on taxable incomes over $50,000 was also set at 28 percent, down from about 40 percent. Lower income tax rates have the effect of increasing take-home earnings, and they therefore act as an increase in wage rates. Because lower rates generate an income and a substitution effect that work in opposite directions, they have an ambiguous anticipated effect on labor supply. Can we find out which effect is stronger in practice?

The 1986 changes served as a natural experiment (abrupt changes in only one variable, the sizes of which vary by group). The changes were sudden, large, and very different for families of different incomes. For married women in families that, without their earnings, had incomes at the 99th percentile of the income distribution (that is, the upper 1 percent), the tax rate cuts meant a 22 percent increase in their take-home wage rates. For women in families with incomes at the 90th percentile, the smaller tax rate cuts meant a 12 percent increase in their take-home wage rates. For women in families with incomes at the 99th percentile, the smaller tax rate cuts meant a 12 percent increase in take-home wages. It turns out that married women at the 99th and 90th percentiles of family income were similar in age, education, and occupation—and increases in their labor supply had been similar prior to 1986. Therefore, comparing their responses to very different changes in their after-tax wage rates should yield insight into how the labor supply of married women responded to tax rate changes.

One study compared labor supply increases, from 1984 to 1990, for married women in the 99th and 90th percentiles. It found that the labor force participation rate for women in the 99th percentile rose by 19.4 percent and that, if working, their hours of work rose by 12.7 percent during that period. In contrast, both labor force participation and hours of work for women at the 90th percentile rose only by about 6.5 percent. The data from this natural experiment, then, suggest that women who experienced larger increases in their take-home wages desired greater increases in their labor supply—which implies that the substitution effect dominated the income effect for these women. Also, consistent with both theory and the results from other studies (discussed in the text), the dominance of the substitution effect was more pronounced for labor force participation decisions than it was for hours-of-work decisions.

Some social insurance programs compensate workers who are unable to work because of a temporary work injury, a permanent disability, or a layoff. Workers’ compensation insurance replaces most of the earnings lost when workers are hurt on the job, and private or public disability programs do the same for workers who become physically or emotionally unable to work for other reasons. Unemployment compensation is paid to those who have lost a job and have not been able to find another. While exceptions can be found in the occasional jurisdiction, it is generally true that these income replacement programs share a common characteristic: they pay benefits only to those who are not working.

To understand the consequences of paying benefits only to those who are not working, let us suppose that a workers’ compensation program is structured so that, after injury, workers receive their pre-injury earnings for as long as they are off work. Once they work even one hour, however, they are no longer considered disabled and cannot receive further benefits. The effects of this program on work incentives are analyzed in Figure 6.13, in which it is assumed that the pre-injury budget constraint was $AB$ and pre-injury earnings were $E_0(=AC)$.

---

18UI and workers’ compensation programs in the United States are run at the state level and thus vary in their characteristics to some extent.
Furthermore, we assume that the worker’s “market” budget constraint (that is, the constraint in the absence of a workers’ compensation program) is unchanged, so that after recovery, the pre-injury wage can again be earned. Under these conditions, the post-injury budget constraint is $BAC$, and the person maximizes utility at point $C$—a point of no work.

Note that constraint $BAC$ contains the segment $AC$, which looks like a spike. It is this spike that creates severe work-incentive problems, for two reasons. First, the returns associated with the first hour of work are negative. That is, a person at point $C$ who returns to work for 1 hour would find his or her income to be considerably reduced by working. Earnings from this hour of work would be more than offset by the reduction in benefits, which creates a negative “net wage.” The substitution effect associated with this program characteristic clearly discourages work.\(^{19}\)

Second, our assumed no-work benefit of $AC$ is equal to $E_0$, the pre-injury level of earnings. If the worker values leisure at all (as is assumed by the standard downward slope of indifference curves), being able to receive the old level of earnings while also enjoying more leisure clearly enhances utility. The worker is better off at point $C$ than at point $f$, the pre-injury combination of earnings and leisure hours, because he or she is on indifference curve $U_2$ rather than $U_1$. Allowing workers to reach a higher utility level without working generates an income effect that discourages, or at least slows, the return to work.

Indeed, the program we have assumed raises a worker’s reservation wage above his or her pre-injury wage, meaning that a return to work is possible only if the worker qualifies for a higher-paying job. To see this graphically, observe the dashed blue line in Figure 6.13 that begins at point $A$ and is tangent to indifference curve $U_2$ (the level of utility made possible by the social insurance program). The slope of this line is equal to the person’s reservation wage, because if the person can obtain the desired hours of work at this or a greater wage, utility will be at least equal to that associated with point $C$. Note also that for labor force participation to be induced, the reservation wage must be received for at least $R^*$ hours of work.

Given that the work-incentive aspects of income replacement programs often quite justifiably take a backseat to the goal of making unfortunate workers “whole” in some economic sense, creating programs that avoid work disincentives is not easy. With the preferences of the worker depicted in Figure 6.13, a benefit of slightly less than $Ag$ would ensure minimal loss of utility while still

---

\(^{19}\)In graphical terms, the budget constraint contains a vertical spike, and the slope of this vertical segment is infinitely negative. In economic terms, the implied infinitely negative (net) wage arises from the fact that even 1 minute of work causes a person to lose his or her entire benefit. For empirical evidence, see Susan Chen and Wilbert van der Klaauw, “The Work Disincentive Effects of the Disability Insurance Program in the 1990s,” *Journal of Econometrics* 142 (February 2008): 757–784. For an analysis of disability insurance usage, see David H. Autor and Mark G. Duggan, “The Growth in the Social Security Disability Rolls: A Fiscal Crisis Unfolding,” *Journal of Economic Perspectives* 20 (Summer 2006): 71–96.
providing incentives to return to work as soon as physically possible (work would allow indifference curve $U_1$ to be attained—see point $f$—while not working and receiving a benefit of less than $Ag$ would not). Unfortunately, workers differ in their preferences, so the optimal benefit—one that would provide work incentives yet ensure only minimal loss of utility—differs for each individual.

With programs that create spikes, the best policymakers can do is set a no-work benefit as some fraction of previous earnings and then use administrative means to encourage the return to work among any whose utility is greater when not working. Unemployment insurance (UI), for example, replaces something like half of lost earnings for the typical worker, but the program puts an upper limit on the weeks each unemployed worker can receive benefits. Workers’ compensation replaces two-thirds of lost earnings for the average worker but must rely on doctors—and sometimes judicial hearings—to determine whether a worker continues to be eligible for benefits. (For evidence that more-generous workers’ compensation benefits do indeed induce longer absences from work, see Example 6.6.)

## Example 6.6

**Staying Around One’s Kentucky Home: Workers’ Compensation Benefits and the Return to Work**

Workers injured on the job receive workers’ compensation insurance benefits while away from work. These benefits differ across states, but they are calculated for most workers as some fraction (normally two-thirds) of weekly, pre-tax earnings. For high-wage workers, however, weekly benefits are typically capped at a maximum, which again varies by state.

On July 15, 1980, Kentucky raised its maximum weekly benefit by 66 percent. It did not alter benefits in any other way, so this change effectively granted large benefit increases to high-wage workers without awarding them to anyone else. Because those injured before July 15 were ineligible for the increased benefits, even if they remained off work after July 15, this policy change created a nice natural experiment: one group of injured workers was able to obtain higher benefits, while another group was not. Did the group receiving higher benefits show evidence of reduced labor supply, as suggested by theory?

The effects of increased benefits on labor supply were unmistakable. High-wage workers ineligible for the new benefits typically stayed off the job for four weeks, but those injured after July 15 stayed away for five weeks—25 percent longer! No increases in the typical time away from work were recorded among lower-paid injured workers, who were unaffected by the changes in benefits.


---

Programs with Net Wage Rates of Zero

The programs just discussed were intended to confer benefits on those who are unable to work, and the budget-constraint spike was created by the eligibility requirement that to receive benefits, one must not be working. Other social programs, such as welfare, have different eligibility criteria and calculate benefits differently. These programs factor income needs into their eligibility criteria and then pay benefits based on the difference between one’s actual earnings and one’s needs. We will see that paying people the difference between their earnings and their needs creates a net wage rate of zero; thus, the work-incentive problems associated with these welfare programs result from the fact that they increase the income of program recipients while also drastically reducing the price of leisure.

Nature of Welfare Subsidies  Welfare programs have historically taken the form of a guaranteed annual income, under which the welfare agency determines the income needed by an eligible person ($Y_n$ in Figure 6.14) based on family size, area living costs, and local welfare regulations. Actual earnings are then subtracted from this needed level, and a check is issued to the person each month for the difference. If the person does not work, he or she receives a subsidy of $Y_n$. If the person works, and if earnings cause dollar-for-dollar reductions in welfare benefits, then a budget constraint like $ABCD$ in Figure 6.14 is created. The person’s income
remains $Y_n$ as long as he or she is subsidized. If receiving the subsidy, then, an extra hour of work yields no net increase in income, because the extra earnings result in an equal reduction in welfare benefits. The net wage of a person on the program—and therefore his or her price of leisure—is zero, which is graphically shown by the segment of the constraint having a slope of zero ($BC$).\footnote{Gary Burtless, “The Economist’s Lament: Public Assistance in America,” Journal of Economic Perspectives 4 (Winter 1990): 57–78, summarizes a variety of public assistance programs in the United States prior to 1990. This article suggests that in actual practice, benefits were usually reduced by something less than dollar for dollar (perhaps by 80 or 90 cents per dollar of earnings).}

Thus, a welfare program like the one summarized in Figure 6.14 increases the income of the poor by moving the lower end of the budget constraint out from $AC$ to $ABC$; as indicated by the dashed hypothetical constraint in Figure 6.14, this shift creates an income effect tending to reduce labor supply from the hours associated with point $E$ to those associated with point $F$. However, it also causes the wage to effectively drop to zero; every dollar earned is matched by a dollar reduction in welfare benefits. This dollar-for-dollar reduction in benefits induces a huge substitution effect, causing those accepting welfare to reduce their hours of work to zero (point $B$). Of course, if a person’s indifference curves were sufficiently flat so that the curve tangent to segment $CD$ passed above point $B$ (see Figure 6.15), then that person’s utility would be maximized by choosing work instead of welfare.\footnote{See Robert Moffitt, “Incentive Effects of the U.S. Welfare System: A Review,” Journal of Economic Literature 30 (March 1992): 1–61, for a summary of the literature on labor supply effects of the welfare system.}
Welfare Reform  In light of the disincentives for work built into traditional welfare programs, the United States adopted major changes to its come-subsidy programs in the 1990s. The Personal Responsibility and Work Opportunity Reconciliation Act (PRWORA) of 1996 gave states more authority over how they could design their own welfare programs, with the intent of leading to more experimentation in program characteristics aimed at encouraging work, reducing poverty, and moving people off welfare.23 PRWORA also placed a five-year (lifetime) time limit on the receipt of welfare benefits and required that after two years on welfare, recipients must work at least 30 hours per week. These changes appear to have had the effect of increasing the labor force participation rates of single mothers (the primary beneficiaries of the old welfare system); the participation rate for single mothers jumped from 68 percent in 1994 to roughly 78 percent in 2000—a much larger increase than was observed for other groups of women.24

Lifetime Limits  Both lifetime limits and work requirements can be analyzed using the graphical tools developed in this chapter. Lifetime limits on the receipt of welfare have the effect of ending eligibility for transfer payments, either by forcing recipients off welfare or by inducing them to leave so they can “save” their eligibility in case they need welfare later in life. Thus, in terms of Figure 6.14, the lifetime limit ultimately removes ABC from the potential recipient’s budget constraint, which then reverts to the market constraint of AD.

Clearly, the lifetime limit increases work incentives by ultimately eliminating the income subsidy. However, within the limits of their eligible years, potential welfare recipients must choose when to receive the subsidy and when to “save” their eligibility in the event of a future need. Federal law provides for welfare subsidies only to families with children under the age of 18; consequently, the closer one’s youngest child is to 18 (when welfare eligibility ends anyway), the smaller are the incentives of the parent to forgo the welfare subsidy and save eligibility for the future.25

Work Requirements  As noted earlier, PRWORA introduced a work requirement into the welfare system, although in some cases, unpaid work or enrolling in education or training programs counts toward that requirement. States differ in how the earnings affect welfare benefits, and many have rules that allow welfare recipients to keep most of what they earn (by not reducing, at least by much, their welfare benefits); we analyze such programs in the next section. For now, we can understand the basic effects of a work requirement by maintaining our assumption that earnings reduce welfare benefits dollar for dollar.

---


Figure 6.16 illustrates the budget constraint associated with a minimum work requirement of 6 hours a day (30 hours per week). If the person fails to work the required 6 hours a day, no welfare benefits are received, and he or she will be along segment $AB$ of the constraint. If the work requirement is met, but earnings are less than $Y_n$, welfare benefits are received (see segment $BCD$). If the work requirement is exceeded, income (earnings plus benefits) remains at $Y_n$—the person is along $CD$—until earnings rise above needed income and the person is along segment $DE$ of the constraint and no longer eligible for welfare benefits.

The work-incentive effects of this work requirement can be seen from analyzing Figure 6.16 in the context of people whose skills are such that they are potential welfare recipients. At one extreme, some potential recipients may have such steeply sloped indifferences curves (reflecting a strong preference, or a need, to stay at home) that utility is maximized along segment $AB$, where so little market work is performed that they do not qualify for welfare. At the opposite extreme, others may have such flat indifferences curves (reflecting a strong preference for income and a weak preference for leisure) that their utility is maximized along segment $DE$; they work so many hours that their earnings disqualify them for welfare benefits.

In the middle of the above extremes will be those whose preferences lead them to work enough to qualify for welfare benefits. Clearly, if their earnings reduce their benefits dollar for dollar—as shown by the horizontal segment $DC$ in Figure 6.16—they will want to work just the minimum hours needed to qualify for welfare, because their utility will be maximized at point $C$ and not along $DC$. (For
labor supply responses to different forms of a work requirement—requisitions of food from farmers during wartime—see Example 6.7 on page 204.)

**Subsidy Programs with Positive Net Wage Rates**

So far, we have analyzed the work-incentive effects of income maintenance programs that create net wage rates for program recipients that are either negative or zero (that is, they create constraints that have either a spike or a horizontal segment). Most current programs, however, including those adopted by states under PRWORA, create positive net wages for recipients. Do these programs offer a solution to the problem of work incentives? We will answer this question by analyzing a relatively recent and rapidly growing program: the Earned Income Tax Credit (EITC).

The EITC program makes income tax credits available to low-income families with at least one worker. A tax credit of $1 reduces a person’s income taxes by $1, and in the case of the EITC, if the tax credit for which workers qualify exceeds their total income tax liability, the government will mail them a check for the difference. Thus, the EITC functions as an earnings subsidy, and because the subsidy goes only to those who work, the EITC is seen by many as an income maintenance program that preserves work incentives. This view led Congress to vastly expand the EITC under President Bill Clinton and it is now the largest cash subsidy program directed at low-income households with children.

The tax credits offered by the EITC program vary with one’s earnings and the number of dependent children. For purposes of our analysis, which is intended to illustrate the work-incentive effects of the EITC, we will focus on the credits in the year 2009 offered to unmarried workers with two children. Figure 6.17 graphs the relevant program characteristics for a worker with two children who could earn a market (unsubsidized) wage reflected by the slope of $AC$. As we will see later, for such a worker, the EITC created a budget constraint of $ABDEC$.

For workers with earnings of $12,570 or less, the tax credit was calculated at 40 percent of earnings. That is, for every dollar earned, a tax credit of 40 cents was also earned; thus, for those with earnings of under $12,570, net wages ($W_n$) were 40 percent higher than market wages ($W$). Note that this tax credit is represented by segment $AB$ on the EITC constraint in Figure 6.17 and that the slope of segment $AB$ exceeds the slope of the market constraint $AC$.

The maximum tax credit allowed for a single parent with two children was $5,028 in 2009. Workers who earned between $12,570 and $16,420 per year qualified for this maximum tax credit. Because these workers experienced no increases or reductions in tax credits per added dollar of earnings, their net wage is equal to their market wage. The constraint facing workers with earnings in this range is represented by segment $BD$ in Figure 6.17, which has a slope equal to that of segment $AC$.

For earnings above $16,420, the tax credit was gradually phased out, so that when earnings reached $40,295, the tax credit was zero. Because after $16,420 each dollar earned reduced the tax credit by 21 cents, the net wage of EITC recipients was only 79 percent of their market wage (note that the slope of segment $DE$ in Figure 6.17 is flatter than the slope of $AC$).
Looking closely at Figure 6.17, we can see that EITC recipients will be in one of three “zones”: along $AB$, along $BD$, or along $DE$. The incomes of workers in all three zones are enhanced, which means that all EITC recipients experience an income effect that pushes them in the direction of less work. However, the program creates quite different net wage rates in the zones, and therefore the substitution effect differs across zones.

For workers with earnings below $12,570, the net wage is greater than the market wage (by 40 percent), so along segment $AB$, workers experience an increase in the price of leisure. Workers with earnings below $12,570, then, experience a substitution effect that pushes them in the direction of more work. With an income effect and a substitution effect that push in opposite directions, it is uncertain which effect will dominate. What we can predict, though, is that some of those who would have been out of the labor force in the absence of the EITC program will now decide to seek work (earlier, we discussed the fact that for non-participants in the labor force, the substitution effect dominates).

Segments $BD$ and $DE$ represent two other zones, in which theory predicts that labor supply will fall. Along $BD$, the net wage is equal to the market wage, so the price of leisure in this zone is unchanged while income is enhanced. Workers in this zone experience a pure income effect. Along segment $DE$, the net wage is actually below the market wage, so in this zone, both the income and the substitution effects push in the direction of reduced labor supply.

Using economic theory to analyze labor supply responses induced by the constraint in Figure 6.17, we can come up with two predictions. First, if an EITC
Regression analysis, described in Appendix 1A, allows us to analyze the effects of one or more independent variables on a dependent variable. This statistical procedure is based on an important assumption: that each independent variable is exogenous (determined by some outside force and not itself influenced by the dependent variable). That is, we assume that the chain of causation runs from the independent variables to the dependent variable, with no feedback from the dependent variable to those that we assume are independent.

The issue of exogeneity arises when estimating the effects on hours of work caused by a change in income (wages held constant). Theory leads us to predict that desired hours of work are a function of wages, wealth, and preferences. Wealth is not usually observed in most data sets, so nonlabor income, such as the returns from financial investments, is used as a proxy for it. Measuring the effect that nonlabor income (an independent, or causal, variable) has on desired hours of work (our dependent variable), holding the wage constant, is intended to capture the income effect predicted by labor supply theory.

The problem is that those who have strong preferences for income and weak preferences for leisure, for example, may tend to accumulate financial assets over time and end up with relatively high levels of nonlabor income later on. Put differently, high levels of work hours (supposedly our dependent variable) may create high levels of nonlabor income (what we hoped would be our independent variable); thus, when we estimate a correlation between work hours and nonlabor income, we cannot be sure whether we are estimating the income effect, some relationship between hard work and savings, or a mix of both (a problem analogous to the one discussed in the empirical study in chapter 4). In estimating the income effect, therefore, researchers must be careful to use measures of nonlabor income that are truly exogenous and not themselves influenced by the desired hours of work.

Are lottery winnings an exogenous source of nonlabor income? Once a person enters a lottery, winning is a completely random event and thus is not affected by work hours; however, entering the lottery may not be so independent. If those who enter the lottery also have the strongest preferences for leisure, for example, then correlating work hours and lottery winnings across different individuals would not necessarily isolate the income effect. Rather, it might just reflect that those with stronger preferences for leisure (and thus lower work hours) were more likely to enter (and thus win) the lottery.

Therefore, if we want to measure the income effect associated with winning the lottery, we need to find a way to hold both
wages and preferences for leisure constant. One study of how winning the lottery affected labor supply took account of the preferences of lottery players by performing a before-and-after analysis using panel data on winners and nonwinners. That is, for winners—defined as receiving prizes over $20,000, with a median prize of $635,000—the authors compared hours of work for six years before winning to hours of work during the six years after winning. By focusing on each individual’s changes in hours and lottery winnings over the two periods, the effects of preferences (which are assumed to be unchanging) drop out of the analysis.

“Nonwinners” in the study were defined as lottery players who won only small prizes, ranging from $100 to $5,000. Labor supply changes for them before and after their small winnings were then calculated and compared to the changes observed among the winners. The study found that for every $100,000 in prizes, winners reduced their hours of work such that their earnings went down by roughly $11,000 (that is, winners spent about 11 percent of their prize on “buying” leisure). These findings, of course, are consistent with the predictions concerning the income effect of nonlabor income on labor supply.


program is started or expanded, we should observe that the labor force participation rate of low-wage workers will increase. Second, a new or expanded EITC program should lead to a reduction in working hours among those along BD and DE (the effect on hours along AB is ambiguous).

Several studies have found evidence consistent with prediction that the EITC should increase labor force participation, with one study finding that over half of the increase in labor force participation among single mothers from 1984 to 1996 was caused by expansions in the EITC during that period. The evidence so far, however, does not indicate a measurable drop in hours of work by those receiving the tax credit.26 Thus, the labor supply responses to the EITC are very similar to those found in labor supply studies cited earlier (see footnote 17 and Example 6.5), in that labor force participation rates seem to be more responsive to wage changes than are the hours of work.

EXAMPLE 6.7

Wartime Food Requisitions and Agricultural Work Incentives

Countries at war often adopt “work requirement” policies to obtain needed food supplies involuntarily from their farming populations. Not surprisingly, the way in which these requisitions are carried out can have enormous effects on the work incentives of farmers. Two alternative methods are contrasted in this example: one was used by the Bolshevik government during the civil war that followed the Russian revolution and the other by Japan during World War II.

From 1917 to 1921, the Bolsheviks requisitioned from farmers all food in excess of the amounts needed for the farmers’ own subsistence; in effect, the surplus was confiscated and given to soldiers and urban dwellers. Graphically, this policy created a budget constraint for farmers like \( ACY_s \) in the following diagram (a). Because farmers could keep their output until they reached the subsistence level of income \( Y_s \), the market wage prevailed until income of \( Y_s \) was reached. After that, their net wage was zero (on segment \( CY_s \)), because any extra output went to the government. Thus, a prewar market constraint of \( AB \) was converted to \( ACY_s \), with the consequence that most farmers maximized utility near point \( C \). Acreage planted dropped by 27 percent from 1917 to 1921, while harvested output fell by 50 percent!

Japan during World War II handled its food requisitioning policy completely differently. It required a quota to be delivered by each farmer to the government at very low prices, paying farmers the lump sum of \( EF \) in diagram (b). Japan, however, allowed farmers to sell any produce above the quota at higher (market) prices. This policy converted the prewar constraint of \( AB \) to one much like \( EFG \) in diagram (b). In effect, farmers had to work \( AE \) hours for the government, for which they were paid \( EF \), but they were then allowed to earn the market wage after that. This policy preserved farmers’ work incentives and apparently created an income effect that increased the total hours of work by Japanese farmers, for despite war-induced shortages of capital and labor, rice production was greater in 1944 than in 1941!

Review Questions

1. Referring to the definitions in footnote 5, is the following statement true, false, or uncertain? “Leisure must be an inferior good for an individual’s labor supply curve to be backward-bending.” Explain your answer.

2. Evaluate the following quote: “Higher take-home wages for any group should increase the labor force participation rate for that group.”

3. Suppose a government is considering several options to ensure that legal services are provided to the poor:
   Option A: All lawyers would be required to devote 5 percent of their work time to the poor, free of charge.
   Option B: Lawyers would be required to provide 100 hours of work, free of charge, to the poor.
   Option C: Lawyers who earn over $50,000 in a given year would have to donate $5,000 to a fund that the government would use to help the poor.
   Discuss the likely effects of each option on the hours of work among lawyers. (It would help to draw the constraints created by each option.)

4. The way the workers’ compensation system works now, employees permanently injured on the job receive a payment of $X each year, whether they work or not. Suppose the government were to implement a new program in which those who did not work at all got $0.5X, but those who did work got $0.5X plus workers’ compensation of 50 cents for every hour worked (of course, this subsidy would be in addition to the wages paid by their employers). What would be the change in work incentives associated with this change in the way workers’ compensation payments were calculated?

5. A firm wants to offer paid sick leave to its workers, but it wants to encourage them not to abuse it by being unnecessarily absent. The firm is considering two options:
   a. Ten days of paid sick leave per year; any unused leave days at the end of the year are converted to cash at the worker’s daily wage rate.
   b. Ten days of paid sick leave per year; if no sick days are used for two consecutive years, the company agrees to buy the worker a $100,000 life insurance policy.
   Compare the work-incentive effects of the two options, both immediately and in the long run.

6. In 2002, a French law went into effect that cut the standard workweek from 39 to 35 hours (workers got paid for 39 hours even though they worked 35) while at the same time prohibiting overtime hours from being worked. (Overtime in France is paid at 25 percent above the normal wage rate).
   a. Draw the old budget constraint, showing the overtime premium after 39 hours of work.
   b. Draw the new budget constraint.
   c. Analyze which workers in France are better off under the 2002 law. Are any worse off? Explain.

7. Suppose there is a proposal to provide poor people with housing subsidies that are tied to their income levels. These subsidies will be in the form of vouchers the poor can turn over to their landlords in full or partial payment of their housing expenses. The yearly subsidy will equal $2,400 as long as earnings do not exceed $8,000 per year. The subsidy is to be reduced 60 cents for every dollar earned in excess of $8,000; that is, when earnings
reach $12,000, the person is no longer eligible for rent subsidies.

Draw an arbitrary budget constraint for a person, assuming that he or she receives no government subsidies. Then draw in the budget constraint that arises from the above housing subsidy proposal. After drawing in the budget constraint associated with the proposal, analyze the effects of this proposed housing subsidy program on the labor supply behavior of various groups in the population.

8. The Tax Reform Act of 1986 was designed to reduce the marginal tax rate (the tax rate on the last dollars earned) while eliminating enough deductions and loopholes so that total revenues collected by the government could remain constant. Analyze the work-incentive effects of tax reforms that lower marginal tax rates while keeping total tax revenues constant.

9. The current UI program in the United States gives workers $X per day if they are unemployed but zero if they take a job for even 1 hour per day. Suppose that the law is changed so that UI beneficiaries can keep getting benefits of $X per day if they work 2 or fewer hours per day, but if they work more than 2 hours per day, their UI benefits end. Draw the old and new budget constraints (clearly labeled) associated with the UI program, and analyze the work incentives of this proposed change.

10. Assume that the current Disability Insurance (DI) benefit for those who are unable to work is $X per day and that DI benefits go to zero if a worker accepts a job for even 1 hour per week. Suppose that the benefit rules are changed so those disabled workers who take jobs that pay less than $X per day receive a benefit that brings their total daily income (earnings plus the DI benefit) up to $X. As soon as their labor market earnings rise above $X per day, their disability benefits end. Draw the old and new budget constraints (label each clearly) associated with the DI program, and analyze the work-incentive effects of the change in benefits.

**Problems**

1. When the Fair Labor Standards Act began to mandate paying 50 percent more for overtime work, many employers tried to avoid it by cutting hourly pay so that total pay and hours remained the same.
   a. Assuming that this 50 percent overtime pay premium is newly required for all work beyond eight hours per day, draw a budget constraint that pictures a strategy of cutting hourly pay so that at the original hours of work, total earnings remain the same.
   b. Suppose that an employer initially paid $11 per hour and had a 10-hour workday. What hourly base wage will the employer offer so that the total pay for a 10-hour workday will stay the same?
   c. Will employees who used to work 10 hours per day want to work more or fewer than 10 hours in the new environment (which includes the new wage rate and the mandated overtime premium)?

2. Nina is able to select her weekly work hours. When a new bridge opens up, it cuts one hour off Nina’s total daily commute to work. If both leisure and income are normal goods, what is the effect of the shorter commute on Nina’s work time?

3. Suppose you win a lottery, and your after-tax gain is $50,000 per year until
you retire. As a result, you decide to work part time at 30 hours per week in your old job instead of the usual 40 hours per week.

a. Calculate the annual income effect from this lottery gain based on a 50-week year. Interpret the results in light of the theory presented in this chapter.
b. What is the substitution effect associated with this lottery win? Explain.

4. The federal minimum wage was increased on July 24, 2007, to $5.85 from $5.15. If 16 hours per day are available for work and leisure, draw the daily budget constraint for a worker who was earning the minimum wage rate of $5.15 and the new budget constraint after the increase.

5. Suppose Michael receives $50 per day as interest on an inheritance. His wage rate is $20 per hour, and he can work a maximum of 16 hours per day at his job. Draw his daily budget constraint.

6. Stella can work up to 16 hours per day at her job. Her wage rate is $8.00 per hour for the first 8 hours. If she works more than 8 hours, her employer pays “time and a half.” Draw Stella’s daily budget constraint.

7. Teddy’s daily budget constraint is shown in the following chart. Teddy’s employer pays him a base wage rate plus overtime if he works more than the standard hours. What is Teddy’s daily nonlabor income? What is Teddy’s base wage rate? What is Teddy’s overtime wage rate? How many hours does Teddy need to work to receive overtime?

Selected Readings


CHAPTER 7

Labor Supply: Household Production, the Family, and the Life Cycle

In chapter 6, the theory of labor supply focused on the simple case in which individuals decide how to allocate their time between labor and leisure. This chapter elaborates on this simple labor supply model by taking account of three issues. First, much of the time spent at home is given to work activities (cooking and child care, for example), not leisure. Second, for those who live with partners, decisions about work for pay, household work, and leisure are usually made in a way that takes account of the activities and income of other household members. Third, just as time at paid work is substitutable with time at home, time spent working for pay in one part of the life cycle is substitutable with time later on. These refinements of our simple model do not alter the fundamental considerations or predictions of labor supply theory, but they do add useful richness to it.

A Labor Supply Model That Incorporates Household Production

In chapter 6, we built a model of labor supply on the simple assumption that people have but two ways to spend time: working for pay or consuming leisure. In reality, of course, the choices are more complex—and much of the time spent at home is in activities (cooking, cleaning, child care, etc.) that are closer to work than to leisure. Can we build a model of labor supply that takes account of these other uses of household time?

To get a sense of how potential labor force participants actually allocate their time, consider the data in Table 7.1, which breaks down activities into four
A Labor Supply Model That Incorporates Household Production

Table 7.1
Weekly Hours Spent in Household Work, Paid Work, and Leisure Activities by Men and Women over Age 18, 2008

<table>
<thead>
<tr>
<th></th>
<th>Households with Children &lt; 6</th>
<th>Households with Children 6–17</th>
<th>Households with No Children &lt; 18</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Women</td>
<td>Men</td>
<td>Women</td>
</tr>
<tr>
<td>Paid Work(^a)</td>
<td>20</td>
<td>42</td>
<td>26</td>
</tr>
<tr>
<td>Household Work(^b)</td>
<td>41</td>
<td>23</td>
<td>32</td>
</tr>
<tr>
<td>Leisure(^c)</td>
<td>32</td>
<td>32</td>
<td>36</td>
</tr>
<tr>
<td>Personal Care(^d)</td>
<td>74</td>
<td>70</td>
<td>73</td>
</tr>
</tbody>
</table>

\(^a\)Includes commuting time.
\(^b\)Includes time spent purchasing goods and services.
\(^c\)Includes time spent in volunteer and educational activities.
\(^d\)Includes time spent sleeping and eating.


categories (paid work, household work, leisure, and personal care) for three household groupings based on the presence and ages of children. The averages in the table suggest that women with very young children spend more time in household work activities and less time performing paid (or “market”) work than women with older children. Women in all three categories of households spend more time in household work and less time in paid work than men do—but these disparities in hours shrink as children grow older and leave home. Leisure time, which is now nearly equal for men and women, increases for both women and men as children age. Personal care time varies little across groupings.

The Basic Model for an Individual: Similarities with the Labor-Leisure Model

Incorporating household activities other than leisure into our model of labor supply does not require significant changes in the model developed in chapter 6, but it does require us to replace the category of “leisure time” with one we will call “household production time” (or household time, for short). Time spent in household production includes doing chores or relaxing at home, but it also includes time spent on chores or relaxation that take one out of the household, such as shopping or going to a movie.

To illustrate the major effects of including household activities other than leisure into our model, let us consider a hypothetical household with a single decision-maker, Sally, who is the unmarried mother of small children. As we assumed in chapter 6, we will suppose that Sally needs 8 hours a day for personal care, so she therefore has 16 hours per day available for paid work, leisure, or
household work. In Figure 7.1, we put Sally’s available time on the horizontal axis—with household time running from left to right and market work (paid work) time running from right to left.

As before, we assume that Sally is trying to maximize her utility. She can acquire the commodities that enhance her utility—a clean house, good meals, happy children, relaxation activities—either by spending household time to make these commodities herself or by earning income that allows her to buy goods or services from others. Taken together, the two axes in Figure 7.1 reflect the two sources of inputs that can be used to produce utility for Sally: household time is on the horizontal axis, and income is on the vertical axis.

Sally’s choices about how to use her time, as we discussed in chapter 6, are affected by her preferences, her income, and her wage rate. These influences are discussed in the following sections.

**Preferences** As in chapter 6, we will continue to use downward-sloping indifference curves to graphically represent Sally’s preferences. Nutritional meals, for example, generate utility for her, and one option she has is to grow her own food and fully prepare her meals at home. Other options, which could yield meals of equal utility, would involve mixing more purchased goods or services with less household preparation time: buying packaged foods to be heated at home, for example, or eating meals in a restaurant. Relaxation also produces utility, and relaxation generating equal utility could involve time but not much in the way of purchased goods (a day hiking in a local park) or more purchased goods and less time (an evening at a nightclub).

Because purchased goods and time are substitutes for each other in producing commodities that generate utility, Sally’s indifference curves are downward-sloping (as explained in chapter 6). We also continue to draw these

---

**Figure 7.1**

Household Time and Income Are Substitutes in the Production of Commodities Sally Consumes
curves as convex for reasons similar to those given in chapter 6; that is, we assume that if Sally were trying to substitute more and more purchased goods for her time in the production of child care, say, she would find it increasingly difficult to do so and keep her utility constant. Finally, our graphical presentation of Sally’s preferences assumes that if her ability to command resources were to increase—so that she could move from indifference curve \( Y \) in Figure 7.1 to indifference curve \( Z \)—her utility would increase. These assumptions lead to indifference curves for Sally that are identical to those presented in chapter 6.

**Budget Constraint** Of course, Sally must make her choices about spending time in the context of her income and wage rate, and the budget constraint she faces sets out the limits on those choices. The constraint \( ABC \) in Figure 7.1 is drawn on the assumption that Sally can earn $10 per hour and that if she does not work for pay, she would have unearned income of $20 per day.

The constraint \( ABC \), as with those we drew in chapter 6, runs between the two axes. At the lower right, the constraint tells us how much income she can spend if she performs no market work and spends all available time in household production ($20); at the upper left, it tells us how much income she could spend if she allocates all 16 hours to working for pay ($160 + $20 = $180). As before, the slope of the constraint reflects her wage rate, which is also the opportunity cost of household time (that is, if the wage she can earn is $10 per hour, an hour spent in doing household chores or in leisure requires her to forgo $10 of potential earnings). Thus, we draw her budget constraint, \( ABC \) in Figure 7.1, just as we drew constraints in chapter 6.

**Income and Substitution Effects** With budget constraints and indifference curves shaped in the same way, it is not surprising that the labor-leisure model of chapter 6 and the household production model analyzed here have the same underlying labor supply implications. Specifically, if we assume that Sally’s income rises and her wage rate—the opportunity cost of household time—is held constant, the household model predicts that she will spend more time in household production (consuming more commodities that bring her utility) and less time at paid work. Likewise, if her wage rate were to rise, holding her income constant, she would increase her hours of paid work, because the cost of staying at home would have risen while her wealth had not. In short, the income and substitution effects introduced in chapter 6 work in exactly the same way if we place our labor supply model in the context of household production rather than leisure.

**The Basic Model for an Individual: Some New Implications**

While changing the focus from leisure time to the broader category of household production time does not alter our labor supply model in a fundamental way, it does lead to additional topics of analysis that will be addressed in this and succeeding sections. One immediate insight is obvious but of critical importance: decisions about labor supply and decisions about how to produce the commodities
we consume are jointly made. Thus, the choices made about market work, how many children a family has, how children are raised, how meals are prepared (see Example 7.1), and so forth, are affected by the same set of forces. This insight has spawned an entire subfield within economics: economic analysis of the family,

**EXAMPLE 7.1**

**Obesity and the Household Production Model**

Obesity is a major health problem in the United States. During the period from the late 1970s to the early 1990s, the percentage of adult Americans considered obese rose from 14 percent to almost 22 percent! Obesity is now the second leading cause of early death; 300,000 premature deaths each year are associated with complications from obesity (heart disease, stroke, and diabetes, among others). One estimate indicates that in 1995, the annual costs of obesity (medical treatment plus lost productivity) came to almost $100 billion. Obesity, of course, is related to both genetic and other family influences, but the abrupt increase suggests that other factors may also have come into play. Can economic theory give us insights into this problem?

The model of household production presented in this chapter suggests that time spent in household work, such as meal preparation, will be responsive to changes in preferences and to both the income and substitution effects. As income grows, holding wages constant, we expect more time to be devoted to producing the goods we consume at home. However, as wages increase, holding income constant, the increase in the opportunity cost of time causes people to allocate less time to the household and more time to working for pay. If opportunity costs or changes in preferences have induced more people (women in particular) to seek market work and to spend less time in household work (including food preparation), we would expect the demand for convenience foods to grow.

Indeed, between 1972 and 1997—when the percentage of American women who were employed rose from 44 percent to 60 percent—the number of fast-food restaurants per capita doubled, and the number of full-service restaurants per capita rose by one-third. Fast-food restaurants, in particular, serve foods that are high in caloric content, and one recent study found that the increase in the availability of these restaurants is strongly associated with increased obesity. That is, holding personal characteristics constant, the study found that the incidence of obesity increased more in areas with greater growth in restaurants per capita.

Moreover, the study also found evidence that both the income and substitution effect influenced obesity in the predicted direction. Within given geographic areas and various demographic groups defined by sex, race, marital status, and education, the study found that individuals with higher family incomes—holding wages for their demographic group constant—were less likely to be obese. This finding is consistent with the prediction that the income effect induces people to spend more time at home and become less dependent on fattening convenience foods.

However, individuals in areas and groups with higher hourly wages (and hours of market work)—holding income constant—had increased probabilities of being obese. The latter finding suggests that as the opportunity costs of time rise, the substitution effect may induce people to spend less time at home and be more reliant on convenience foods. Indeed, a recent study finds that as workers’ wages (and the cost of time) rise, they spend less time eating meals and more time “grazing” while they work, which also leads to weight gain.

which goes beyond the labor supply issues introduced here to deal with issues of marriage, divorce, fertility, child-rearing practices, and other activities and decisions families undertake.¹

We must also more carefully consider the indifference curves in Figure 7.1. The slopes of these curves reflect the difficulty Sally faces in replacing her household time with purchased goods or services. If she is particularly gifted as a mother, if she is performing work that is difficult to replace by purchasing goods or services, or if she derives a lot of pleasure from household production, her indifference curves will be steeply drawn—meaning that if she were to reduce her time at home, she would have to be compensated by a large increase in income to keep her utility constant. Steeper indifference curves, of course, create tangency points with the budget constraint that are farther to the right in Figure 7.1; thus, the steeper Sally’s indifference curves, the more hours she will spend at home and the fewer hours she will supply to the labor market. If her indifference curves are steep enough, she will not even seek market work and therefore not participate in the labor force.

As Sally’s children grow older, she might find that it becomes easier to substitute purchased goods or services for her household time; suitable child care may become easier to find, for example, or day-care needs will fall when children enter school. If her indifference curves were to flatten, she would be more likely to join the labor force—and, if working for pay, more likely to work full-time.

The household model, then, predicts that as time at home becomes less necessary or easier to replace with purchased goods and services, labor force participation rates and hours of paid work will rise. Historically, women have borne the primary responsibility for household production, and with inventions such as washing machines and dryers, automatic dishwashers, microwave ovens, online shopping, and electronic banking, it became easier to substitute purchased goods for household time. The predictable rise in the labor force participation rates of women was seen in Table 6.1.

It is also likely that the ages of children affect the trade-offs parents are willing to make between household time and income. Table 7.2 provides evidence consistent with the assertion that as children grow older, the labor force participation rates of their mothers rise. Married women have a labor force participation rate of 56 percent with an infant in the home, but their participation rate rises to 63 percent, on average, when the child is two. For single mothers, the increase in

labor force participation is much more dramatic: the average participation rate increases from 58 percent to 71 percent as children grow from infancy to age two. The percentage of employed mothers who work full-time also rises, although only slightly, as their children grow to age two.

Beyond the implications for a single household decision-maker in a given year, the household production model produces insights about the decisions that must be made by households that have more than one decision-maker. The household production model also has insights for decisions about how to allocate time over an entire lifetime, not just a single year. These implications are analyzed in the following sections.

**Table 7.2**

<table>
<thead>
<tr>
<th>Age of Youngest Child</th>
<th>Labor Force Participation Rate</th>
<th>Percent Working Full-Time*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Married (%)</td>
<td>Single (%)</td>
</tr>
<tr>
<td>Under 1 year</td>
<td>56</td>
<td>58</td>
</tr>
<tr>
<td>1 year</td>
<td>60</td>
<td>66</td>
</tr>
<tr>
<td>2 years</td>
<td>63</td>
<td>71</td>
</tr>
</tbody>
</table>

*Percent of employed mothers working full time.


Joint Labor Supply Decisions within the Household

The models depicted in chapter 6 and so far in this chapter have been for a single decision-maker, who was assumed to be trying to maximize his or her own utility. For those who live with partners, however, some kind of joint decision-making process must be used to allocate the time of each and to agree on who does what in the household. This process is complicated by emotional relationships between the partners, and their decisions about market and household work are also heavily influenced by custom. Nevertheless, economic theory may help provide insight into at least some of the forces that shape the decisions all households must make.

---

Just how to model the different decision-making processes that can be used by households is a question economists have only begun to study. The formal models of decision-making among married couples that have been developed, all of which are based on principles of utility maximization, fall into two general categories. The simplest models extend the assumption of a single decision-maker to marriage partners, either by assuming they both have exactly the same preferences or by assuming that one makes all the decisions. These “unitary” models imply that couples should have the same expenditure pattern regardless of which partner receives the income. Empirical work tends to reject this simple view of how household decisions are made.

A second way to model the decision-making process engaged in by partners is to assume that they bargain with each other. The power each has in the bargaining process is seen as related to how well each person would do if the partners were unable to resolve conflict and their relationship was dissolved. This model suggests that partners with greater access to resources carry more influence in family decision-making. There is growing evidence in support of the bargaining model, including the sad fact that women with fewer economic resources of their own are more likely to be victims of domestic violence when disputes arise.

Whatever process partners use to decide on the allocation of their time, and it may be different in different households, there are certain issues that nearly all households must face. We turn now to a brief analysis of some joint decisions that affect labor supply.

**Specialization of Function**

Partners often find it beneficial to specialize to some extent in the work that needs to be done, both in the market and in the household. Often, one or the other partner will bear primary responsibilities for meal planning, shopping, home maintenance, or child-rearing. It may also be the case that when both work for pay, one or the other of the partners will be more available for overtime, for job-related travel, or for cutting short a workday if an emergency arises at home. What factors are weighed in deciding who specializes in what?

**Theory** Consider a couple trying to decide which partner, if either, will take primary responsibility for child-rearing by staying at home (say) or by taking a job that has a less-demanding schedule or a shorter commute. Because the person with primary child-care duties will probably end up spending more hours in the household, the couple needs to answer two questions: Who is relatively more productive at home? Who is relatively more productive in market work?

---


4Francine D. Blau, Marianne A. Ferber, and Anne E. Winkler, *The Economics of Women, Men, and Work*, 47.

For example, a married couple deciding whether one partner should stay home more and perform most of the child-rearing would want to consider what gains and losses are attendant on either the husband or the wife assuming this responsibility. The losses from staying home are related to the market wage of each, while the gains depend on their enjoyment of, and skill at, child-rearing. (Since enjoyment of the parenting process increases utility, we can designate both higher levels of enjoyment and higher levels of skill as indicative of greater “productivity” in child-rearing.) Wage rates for women, for reasons discussed in later chapters, typically have been below those for men. It is also likely that because of socialization, wives have been historically more productive than husbands in child-rearing. If a given woman’s wage rate is lower than her husband’s and the woman is more productive in child-rearing, the family gives up less in market goods and gains more in child-rearing if the wife takes primary responsibility in this area.

Implications for the Future  Modeling the choice of who handles most of some household duty as influenced by relative household and market productivities is not meant to imply that customs are unimportant in shaping preferences or limiting choices concerning household production; clearly, they are. What the theory of household production emphasizes is that the distribution of household work may well change as wages, incomes, and home productivities change. One study has found that when both spouses work outside the home, the weekly hours that each spends in household work are affected by their relative wage rates. That is, as wives’ wages and labor-market opportunities rise, the household work done by husbands appears to increase, while the share of household work done by wives decreases.6

Do Both Partners Work for Pay?

It is clearly not necessary, of course, that one partner specializes in household production by staying home full-time. Many household chores, from lawn care to child care, can be hired out or done with more purchased goods or services and less household time. Moreover, there is evidence that greater hours of household work actually reduce one’s future wage offers, so there are long-term costs associated with specializing in household work.7

Generally speaking, as long as an extra hour of market work by both partners creates the ability to buy more goods or services than are required to compensate for the lost hour of household time, both can enhance their resources if they work for pay that extra hour. Put in the context of Figure 7.2, if both partners


are at a point like $A$, increasing time in paid work by decreasing time at home from $H_0$ to $H_1$ will add more in resources ($BD$) than is required to compensate for the lost home time ($BC$).

Clearly, a steeper budget constraint (holding income constant) will tend to increase—through the substitution effect—the desirability of increased hours of market work. However, flatter indifference curves will also have this same effect, because they represent an increased willingness to trade away household hours for income (less income is required to compensate for a lost hour at home). We have already mentioned some forces that could lead to flatter indifference curves: inventions that allow easier substitution of purchased goods for household time, the reduced value of time spent at home as children age, or greater future wage penalties associated with staying at home.

Another force that could flatten the indifference curves of household partners has received some attention recently. Some assert that couples in America are placing a growing value on purchased goods that are easily observed by others, such as luxury automobiles or large homes, and less value on the commodities produced in obscurity at home (playing board games or reading with children, for example). If there is a growing emphasis on an individual's or a family's relative standing in society, and if status depends on publicly observed consumption, then the increased desire for income would flatten indifference curves and lead to more hours at paid work and fewer hours at home.

---


The Joint Decision and Interdependent Productivity at Home

We have seen that family labor supply decisions are enhanced by considering the household and market productivities of each partner. However, one partner’s productivity at home is affected by the other partner’s labor supply to the market, so that modeling the joint decision is quite complex. On the one hand, if a married woman decides to increase her hours worked outside the home, her husband’s marginal productivity at home may rise as he takes over chores she once performed. Thus, in terms we have discussed earlier, a wife’s increased hours of paid work could serve to make the indifference curves of her husband steeper, causing him to reduce his hours of paid work and increase his hours at home.

On the other hand, if the two partners enjoy each other’s company, the value a husband places on his time at home could be reduced if his wife is home less often, flattening his indifference curves and pushing toward an increase in his hours of paid work. Theory cannot predict whether one partner will have steeper or flatter indifference curves if the other partner reduces time at home, and empirical work on this topic has produced no consensus.10

Labor Supply in Recessions: The “Discouraged” versus the “Added” Worker

Changes in one partner’s productivity, either at home or in market work, can alter the family’s basic labor supply decision. Consider, for example, a “traditional” family in which market work is performed by the husband and in which the wife is employed full-time in the home. What will happen if a recession causes the husband to become unemployed?

Added-Worker Effect The husband’s market productivity declines, at least temporarily. The drop in his market productivity relative to his household productivity (which is unaffected by the recession) makes it more likely that the family will find it beneficial for him to engage in household production. If the wage his wife can earn in paid work is not affected, the family may decide that to try to maintain the family’s prior level of utility (which might be affected by both consumption and savings levels), she should seek market work and he should substitute for her in home production for as long as the recession lasts. He may remain a member of the labor force as an unemployed worker awaiting recall, and as she begins to look for work, she becomes an added member of the labor force. Thus,

---

in the face of falling family income, the number of family members seeking market work may increase. This potential response is akin to the income effect, in that as family income falls, fewer commodities are consumed—and less time spent in consumption is matched by more desired hours of work for pay.

**Discouraged-Worker Effect** At the same time, however, we must look at the wage rate someone without a job can expect to receive if he or she looks for work. This expected wage, denoted by \( E(W) \), can actually be written as a precise statistical concept:

\[
E(W) = \pi W \tag{7.1}
\]

where \( W \) is the wage rate of people who have the job and \( \pi \) is the probability of obtaining the job if out of work. For someone without a job, the opportunity cost of staying home is \( E(W) \). The reduced availability of jobs that occurs when the unemployment rate rises causes the expected wage of those without jobs to fall sharply for two reasons. First, an excess of labor supply over demand tends to push down real wages (for those with jobs) during recessionary periods. Second, the chances of getting a job fall in a recession. Thus, both \( W \) and \( \pi \) fall in a recession, causing \( E(W) \) to decline.

Noting the substitution effect that accompanies a falling expected wage, some have argued that people who would otherwise have been looking for work become discouraged in a recession and tend to remain out of the labor market. Looking for work has such a low expected payoff for them that they decide spending time at home is more productive than spending time in job search. The reduction of the labor force associated with discouraged workers in a recession is a force working against the added-worker effect—just as the substitution effect works against the income effect. (As illustrated in Example 7.2, income and substitution effects can also help analyze the issue of child labor.)

**Which Effect Dominates?** It is possible, of course, for both the added-worker and the discouraged-worker effects to coexist, because “added” and “discouraged” workers will be different groups of people. Which group predominates, however, is the important question. If the labor force is swollen by added workers during a recession, the published unemployment rate will likewise become swollen (the added workers will increase the number of people looking for work). If workers become discouraged and drop out of the labor market after having been unemployed, the decline in people seeking jobs will depress the unemployment rate. Knowledge of which effect predominates is needed in order to make accurate inferences about the actual state of the labor market from the published unemployment rate.

We know that the added-worker effect does exist, although it tends to be rather small. The added-worker effect is confined to the relatively few families whose sole breadwinner loses a job, and there is some evidence that it may be
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EXAMPLE 7.2

Child Labor in Poor Countries

The International Labour Organization (ILO) estimates that in 2004, 126 million children worldwide—roughly 8 percent of all children—performed work that was hazardous to their physical or educational development. Many fear that child labor is on the rise, driven by an increase in the use of low-wage labor from poor countries in the production of manufactured products sold in rich countries. What are the predictions of economic theory concerning child labor?

Household production theory views choices about household and labor market activities as functions of market wages, household productivity, and family income. One of the labor supply decisions the household must make is whether, and when, to send children into the labor force—and theory suggests there are two conflicting forces created by the recent globalization of production.

On the one hand, the creation of manufacturing jobs in poor countries increases the earnings opportunities for their residents. If such residents choose to leave what they are currently doing and take a manufacturing job, we must assume (if their decision is voluntarily made) that they believe they will be better off. Thus, the new job opportunities represent a wage increase, and the related substitution effect would tend to draw them, and possibly their children, into these jobs. While many children in these new jobs will have previously worked at either a lower-paying job or in the household (performing agricultural or craft work), others may have parents who see the higher wages their children can earn as an inducement to send them to work rather than to school. It is this latter group of parents whose decisions would increase the use of child labor.

On the other hand, an increase in parental earnings opportunities would create an income effect that could reduce the use of child labor within families. Many families are too poor to forgo the income children can provide (the World Bank estimates that in 2001, 1.1 billion people in the world had consumption levels below $1 a day and that 2.7 billion lived on less than $2 a day). If child and adult labor are seen by parents as alternative means of providing family income, when adult earnings rise, an income effect is generated that could induce parents to withdraw their children from the labor force.

To date, there are two pieces of data suggesting that the income effect dominates the substitution effect—and that as earnings opportunities increase, parents want more leisure (or schooling) for their children. First, child labor is greatest in the poorest parts of the world—highest in Africa and Asia and lowest in Europe and North America. Second, the number of children performing hazardous work fell by 26 percent from 2002 to 2006, with the decline being largest (33 percent) for children under the age of 15. One can thus hope that as incomes grow and schooling becomes more available in poor countries, child labor will one day become a thing of the past.

dominant—although there is evidence that both the discouraged-worker and added-worker effects are becoming smaller over time.\textsuperscript{11} Other things equal, the labor force tends to shrink during recessions and grow during periods of economic recovery.

**Hidden Unemployment**  The dominance of the discouraged-worker effect creates what some call the hidden unemployed—people who would like to work but believe jobs are so scarce that looking for work is of no use. Because they are not looking for work, they are not counted as unemployed in government statistics. Focusing on the period from 2007 to 2009, when the overall official unemployment rate rose from 4.6 percent to 9.3 percent, can give some indication of the size of hidden unemployment.

In 2007, an average of 7.1 million people (4.6 percent of the labor force) were counted as unemployed. In addition, 369,000 people indicated that they wanted work but were not seeking it because they believed jobs were unavailable to them; this group constituted 0.5 percent of those adults not in the labor force. By 2009, some 14.3 million people (9.3 percent of the labor force) were officially counted as unemployed, but there were 778,000 others among the group not seeking work because they believed jobs were unavailable. Coincident with reduced job opportunities, the number of “discouraged workers” had grown to 1 percent of those adults not in the labor force. If discouraged workers were counted as unemployed members of the labor force, the unemployment rate would have been 4.9 percent in 2007 and 9.7 percent by 2009; thus, while the official unemployment rate went up 4.7 percentage points, a rate that included discouraged workers would have gone up by 4.8 percentage points.\textsuperscript{12}

**Life Cycle Aspects of Labor Supply**  

Because market productivity (wages) and household productivity vary over the life cycle, people vary the hours they supply to the labor market over their lives. In the early adult years, relatively fewer hours are devoted to paid work than in later years, and more time is devoted to schooling. In the very late years, people


\textsuperscript{12}To say that including discouraged workers would change the published unemployment rate does not imply that it should be done. For a summary of the arguments for and against counting discouraged workers as unemployed, see the final report of the National Commission on Employment and Unemployment Statistics, *Counting the Labor Force* (Washington, D.C.: NCEUS, 1979): 44–49.
fully or partially retire, although at varying ages. In the middle years (say, 25 to 50), most males are in the labor force continuously, but for married women, labor force participation rates rise with age. While the issue of schooling is dealt with in chapter 9, expanding the model of household production discussed in this chapter to include life-cycle considerations can enrich our understanding of labor supply behavior in several areas, two of which are discussed in the following sections.

**The Substitution Effect and When to Work over a Lifetime**

Just as joint decisions about market and household work involve comparing market and home productivities of the two partners, deciding *when* to work over the course of one’s life involves comparing market and home productivities *over time*. The basic idea here is that people will tend to perform the most market work when their earning capacity is high relative to home productivity. Conversely, they will engage in household production when their earning capacity is relatively low.

Suppose a sales representative working on a commission basis knows that her potential income is around $60,000 in a certain year but that July’s income potential will be twice that of November’s. Would it be rational for her to schedule her vacation (a time-intensive activity) in November? The answer depends on her market productivity relative to her household productivity for the two months. Obviously, her market productivity (her wage rate) is higher in July than in November, which means that the opportunity costs of a vacation are greater in July. However, if she has children who are free to vacation only in July, she may decide that her household productivity (in terms of utility) is so much greater in July than in November that the benefits of vacationing in July outweigh the costs. If she does not have children of school age, the utility generated by a November vacation may be sufficiently close to that of a July vacation that the smaller opportunity costs make a November vacation preferable.

Similar decisions can be made over longer periods of time, even one’s entire life. As chapter 9 will show, market productivity (reflected in the wage) starts low in the young adult years, rises rapidly with age, then levels off and even falls in the later years, as shown in panel (a) of Figure 7.3. This general pattern occurs within each of the broad educational groupings of workers, although the details of the wage trajectories differ. With an *expected* path of wages over their lives, workers can generate rough predictions of two variables critical to labor supply decisions: lifetime wealth and the costs of leisure or household time they will face at various ages. Thus, if home productivity is more or less constant as they age, workers who make labor supply decisions by taking expected lifetime wealth into account will react to *expected* (life cycle) wage increases by unambiguously increasing their labor supply. Such wage increases raise the cost of leisure and household time but do not increase expected lifetime wealth; these wage increases, then, are accompanied only by a substitution effect.
Introducing life-cycle considerations into labor supply theory yields a prediction that the profiles of time spent at, and away from, market work will resemble those shown in panel (b) of Figure 7.3; that is, workers will spend more time at paid work activities in their (relatively high-wage) middle years. Similarly, life-cycle considerations suggest that the consumption of very time-intensive leisure activities will occur primarily in one’s early and late years. (That travelers abroad are predominantly young adults and the elderly is clearly related to the fact that for these groups, opportunity costs of time are lower.)

If workers make labor supply decisions with the life cycle in mind, they will react differently to expected and unexpected wage changes. Expected wage changes will generate only a substitution effect, because estimates of lifetime wealth will remain unchanged. (The same prediction applies to wage increases that are clearly temporary; see Example 7.3.) Unexpected wage changes, however, will cause them to revise their estimates of lifetime wealth, and these changes will be accompanied by both substitution and income effects. Empirical tests of the life cycle model of labor supply are relatively recent; to date, they suggest that life-cycle considerations are of modest importance in the labor supply decisions of most workers.13

---
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The Choice of Retirement Age

A multiyear perspective is also required to more fully model workers’ retirement decisions, because yearly retirement benefits, expected lifetime benefits, and lifetime earnings are all influenced by the date of retirement. Yearly retirement benefits are received by retirees in the form of pension payments, usually in monthly installments; the size of these benefits are directly or indirectly related to a retiree’s past earnings per year and the number of years he or she worked. The total value of these promised yearly benefits over the expected remaining lifetime of the retiree is what we mean by “expected lifetime benefits.” This value is obviously affected by the size of the yearly benefits and the age (and remaining life expectancy) of the retiree, but finding the value involves more than simply adding up the yearly benefits.

Summing yearly benefits over several future years must take account of the fact that over time, current sums of money can grow “automatically” with interest.

EXAMPLE 7.3

How Does Labor Supply Respond to Temporary Wage Increases?

Workers in some occupations are able to freely choose their daily or weekly hours of work, and some economists have taken advantage of this fact to analyze how these workers vary their hours of work in response to temporary changes in their wages. Temporary wage increases, for example, cause the opportunity cost of household time to rise but do not increase yearly income much (because they are temporary). Therefore, we expect that these wage increases would be accompanied by a substitution effect but no income effect—inducing an increase in the desired hours of work during the period of the wage increase.

An interesting experiment was run with a Swiss bicycle messenger service that hires workers for five-hour shifts and pays them a commission based on the revenues their deliveries generate (their pay is entirely by commission, with no fixed hourly component). Many of the shifts are regularly worked by their employees, but other shifts are available by sign-up, and the employer usually has trouble filling all the latter shifts. The experiment consisted of randomly assigning workers willing to participate in the experiment to group A and group B and raising the commission of group A by 25 percent for four weeks, leaving the commissions in group B constant. Later, group B received the commission increases, while those in group A received their usual (lower) commission level. (To minimize the chances workers would shape their behaviors to yield the “expected” result, they were told the experiment was a study of job satisfaction.)

The study found that messengers signed up for more shifts during the period in which their commissions were temporarily elevated. Messengers in both groups worked about 12 shifts per week at their usual commission rate, but in the four-week period during which their commissions were raised, they worked an additional four shifts! This finding suggests a very strong substitution effect associated with the experimental wage increases.

Source: Ernst Fehr and Lorenz Goette, “Do Workers Work More If Wages Are High? Evidence from a Randomized Field Experiment,” American Economic Review 97 (March 2007): 298–317. Although weekly revenues generated by each messenger were higher during the period when wages were higher, the study also found that effort per hour decreased slightly during this period.
For example, if the interest rate is 10 percent per year, an employer promising to pay a worker $1,000 this year has undertaken a greater expense (and is thus offering something of greater value) than one who promises to pay a worker $2,000 in 10 years. In the former case, the employer needs to have $1,000 on hand right now, whereas in the latter case, the employer needs to set aside only $772 now (at 10 percent interest, $772 will grow into $2,000 in 10 years). Economists therefore say that $772 is the “present value” of the promised $2,000 in 10 years (at a 10 percent interest rate).

We will discuss how to calculate present values in chapter 9; for now, all you need to know is that the present value of a stream of future income is the fund one must possess today to guarantee this stream in the future, given an assumed rate of interest at which the money left in the fund can be invested. For example, if a pension system promises to make payments of $10,000 per year for 17 years to a retiree, one might think that it must have funds of $170,000 now to guarantee the promised flow of payments. However, if it can invest its funds at a 2 percent yearly rate of interest, we can use a standard formula to calculate that it must have roughly $143,000 on hand now to guarantee the payments. It will draw down the fund by $10,000 per year, but funds that remain can be invested and generate interest of 2 percent per year, which, of course, can be used to help fund future payments. Thus, we can say that the present value of a stream of $10,000 payments for 17 years is $143,000 if the interest rate is 2 percent.

The purpose of this section is to explore some of the economic factors that affect the age of retirement. For the sake of illustration, we discuss the retirement incentives facing a 62-year-old male who earns, and can continue to earn, $40,000 per year as shown in Table 7.3. To further simplify our discussion, we assume this man has no pension other than that provided by Social Security and that, for him, retirement means the cessation of all paid work.

The retirement incentives facing this worker are related to three basic factors: (a) the present value of income available to him over his remaining life expectancy if he retires now, at age 62; (b) the change in this sum if retirement is delayed; and (c) preferences regarding household time and the goods one can buy with money. As we will show later, in terms of the labor supply analyses in this chapter and chapter 6, factor (a) is analogous to nonlabor income, and factor (b) is analogous to the wage rate.

**Graphing the Budget Constraint** Table 7.3 summarizes the present value now (at age 62) of pension and earned income available to our hypothetical worker at each possible retirement age, up to age 70. If he retires at age 62, the present value of income over his remaining life expectancy is $143,869. If he delays retirement until age 63, the present value of his remaining lifetime income rises by $41,829, to $185,698; most of this increase comes from added earnings (shown in the third column), but note that the present value of his lifetime pension benefits also rises slightly if he delays retirement (see the fourth column). Delaying retirement until age 64 would add an even greater amount to the present value of his future lifetime income—which would rise from $185,698 to $229,039—because of a larger increase in the value of lifetime pension benefits. (Because a later retirement age implies fewer years over
Table 7.3
Assumed Social Security Benefits and Earnings for a Hypothetical Male, Age 62 (Yearly Wage = $40,000; Interest Rate = 2%; Life Expectancy = 17 Years)

<table>
<thead>
<tr>
<th>Age of Retirement b</th>
<th>Yearly Soc. Sec. Benefit ($)</th>
<th>Earnings ($)</th>
<th>Soc. Sec. Benefits ($)</th>
<th>Total ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>62</td>
<td>10,598</td>
<td>0</td>
<td>143,869</td>
<td>143,869</td>
</tr>
<tr>
<td>63</td>
<td>11,400</td>
<td>39,216</td>
<td>146,482</td>
<td>185,698</td>
</tr>
<tr>
<td>64</td>
<td>12,504</td>
<td>77,662</td>
<td>151,377</td>
<td>229,039</td>
</tr>
<tr>
<td>65</td>
<td>13,694</td>
<td>115,355</td>
<td>154,837</td>
<td>270,192</td>
</tr>
<tr>
<td>66</td>
<td>14,796</td>
<td>152,309</td>
<td>156,473</td>
<td>308,782</td>
</tr>
<tr>
<td>67</td>
<td>16,164</td>
<td>188,538</td>
<td>158,195</td>
<td>346,733</td>
</tr>
<tr>
<td>68</td>
<td>17,568</td>
<td>224,057</td>
<td>157,806</td>
<td>381,863</td>
</tr>
<tr>
<td>69</td>
<td>18,984</td>
<td>258,880</td>
<td>154,952</td>
<td>413,832</td>
</tr>
<tr>
<td>70</td>
<td>20,436</td>
<td>293,019</td>
<td>149,704</td>
<td>442,723</td>
</tr>
</tbody>
</table>

Present Value a of Remaining Lifetime:

aPresent values calculated as of age 62. All dollar values are as of the current year.

bYearly Social Security benefits are estimated assuming that such benefits begin in the year retirement starts. Thus, the table ignores the fact that after a worker reaches normal retirement age (age 66 for those born between 1943 and 1954), he or she can receive Social Security benefits before retiring; however, delaying receipt of benefits does increase their yearly levels.

which benefits will be received, whether lifetime pension benefits rise or fall with retirement age depends on how yearly pension benefits are changed with the age of retirement. In Table 7.3, the lifetime benefits shown in the fourth column are roughly constant for retirement ages from 66 to 68 but fall at later ages of retirement.)

The data in the last column of Table 7.3 are presented graphically in Figure 7.4 as budget constraint ABJ. Segment AB represents the present value of lifetime income if our worker retires at age 62 and, as such, represents nonlabor income. The slope of segment BC represents the $41,829 increase in lifetime income (to $185,698) if retirement is delayed to age 63, and the slopes of the other segments running from points B to J similarly reflect the increases in discounted lifetime income associated with delaying retirement by a year. These slopes, therefore, represent the yearly net wage.

Changes in the Constraint  Given preferences summarized by curve $U_1$, the optimum age of retirement for our hypothetical worker is age 64. How would his optimum age of retirement change if Social Security benefits were increased? The answer depends on how the increases are structured. If the benefit increases were such that the same fixed amount was unexpectedly added to lifetime benefits at

each retirement age, the constraint facing our 62-year-old male would shift up (and out) to \( AB'J' \). The slopes along the segments between \( B' \) and \( J' \) would remain parallel to those along \( BJ \); thus, there would be an income effect with no substitution effect (that is, no change in the yearly net wage). The optimum age of retirement would be unambiguously reduced, as shown in Figure 7.4.

Alternatively, if Social Security benefits were adjusted in a way that produced larger increases in the present value of lifetime benefits when retirement is deferred past age 62, point \( B \) would be unaffected, but the segments between \( B \) and the vertical axis would become more steeply sloped. The increased slope of the
constraint would induce the behavior associated with a wage increase; a substitution effect would move our hypothetical worker in the direction of later retirement, but the income effect associated with greater lifetime wealth would push in the direction of earlier retirement. We do not know which effect would dominate.

Our analysis of Figure 7.4 suggests that policies designed to affect the retirement ages of workers in a particular direction would benefit from making sure that both income and substitution effects work in the same direction. For example, many private sector pension plans had provisions that induced workers to retire early. They awarded generous benefits to those who retired early and simultaneously reduced the present value of lifetime pension benefits that accumulated if retirement were delayed. Perhaps in part because firms now want experienced workers to stay longer, many of these pension plans have been eliminated or changed so that benefits for early retirement have been reduced and the additions to the value of lifetime pension benefits if retirement is delayed have grown larger.

In terms of Figure 7.4, reducing the benefits associated with early retirement cuts the height of $AB'$ to below $AB$, which tends to move the entire constraint down and to the left; workers’ lifetime wealth tends to fall, and an income effect pushes them toward later retirement. Increases in the present value of lifetime pension benefits that are associated with later retirement increases the slope of $B'J'$, creating a substitution effect (by increasing the opportunity cost of retiring a year earlier) that also works in the direction of later retirement.\(^{15}\)

A complete analysis of the retirement decision, of course, must also take account of preferences for household production. A recent study has found, for example, that those who work for pay engage in more household work activities and have fewer hours of leisure than people who do not work for pay. Furthermore, it found that older people engage in both household work and leisure at different times of the day than they did when younger. Taken together, the study suggests that retirement decisions are affected if the demand for leisure rises with age, and that allowing older workers phased retirement (part-time work for a few years) or flexible scheduling may be a better way to increase retirement ages than changing pension formulas.\(^ {16}\)

---

\(^{15}\)Leora Friedberg and Anthony Webb, “Retirement and the Evolution of Pension Structure,” *Journal of Human Resources* 40 (Spring 2006): 281–308. The income and substitution effects of the private sector pension changes described clearly work in the same direction for earlier ages of retirement; however, if the increased slope of $B'J'$ is steep enough, the new constraint may cross the old one at later ages of retirement and create a zone in the new constraint that lies to the northeast of the original one. In this new zone, the substitution effect associated with the increased slope of $B'J'$ would be at least partially offset by an income effect that pushes toward earlier retirement—so the ultimate effect on retirement age in this zone is ambiguous. For other economic analyses of retirement, see Richard Disney and Sarah Smith, “The Labour Supply Effect of the Abolition of the Earnings Rule for Older Workers in the United Kingdom,” *Economic Journal* 112 (March 2002): 136–152; Jonathan Gruber and David A. Wise, eds., *Social Security Programs and Retirement Around the World: Micro-estimation*, NBER Conference Report Series (Chicago: University of Chicago Press, 2004); and Jeffrey B. Liebman, Erzo F. P. Luttmer, and David G. Seif, “Labor Supply Responses to Marginal Social Security Benefits: Evidence from Discontinuities,” *Journal of Public Economics* 93 (December 2009): 1208–1223.
Policy Application: Child Care and Labor Supply

For many families, a critical element of what we have called household production is the supervision and nurture of children. Most parents are concerned about providing their children with quality care, whether this care is produced mostly in the household or is purchased to a great extent outside the home. Society at large also has a stake in the quality of care parents provide for their children. There are many forms such programs take, from tax credits for child-care services purchased by working parents to governmental subsidies for day care, school lunches, and health care. The purpose of this section is to consider the labor market implications of programs to support the care of children.

Child-Care Subsidies

Roughly 45 percent of American families with children under age 5 pay for child care, and on average, their costs represent 9 percent of family income—although it approaches 20 percent for families earning less than $36,000 per year. Child-care costs obviously rise with the hours of care, but part of these costs appear to be fixed: one study found that child-care costs per hour of work were three times greater for women who worked fewer than 10 hours per week than for those who worked more. In the last decade or so, however, federal spending on child-care subsidies has tripled, and the purpose of this section is to analyze the effects of these greater subsidies on the labor supply of parents.

Reducing the Fixed Costs of Care

Suppose for a moment that child-care costs are purely fixed, so that without a subsidy, working parents must pay a certain amount per day no matter how many hours their children are in care. Figures 7.5 and 7.6 illustrate how a subsidy that covers the entire cost of child care affects the labor supply incentives of a mother who has daily unearned income equal to $ab$.

Consider first the case of a mother who is not now working (Figure 7.5). If she decides to work, she must choose from points along the line $cd$, with the distance $bc$ representing the fixed costs of child care. The slope of $cd$, of course, represents her wage rate. Given her preferences and the constraint depicted in Figure 7.5, this woman receives more utility from not working (at point $b$) than she would from working (point $X$). If the fixed cost were reduced to zero by a

---


child-care subsidy, so her constraint were now $abe$, her utility would be max-
mized at point $Y$ on curve $U_3$, and she would now find it beneficial to work. Thus, child-care subsidies that reduce or remove the fixed cost of child care will encourage work among those previously out of the labor force. (Such subsidies do not guarantee that all those out of the labor force would now join it, because some people will have such steep indifference curves that work will still not be utility-maximizing.)

Now, consider the case represented in Figure 7.6 of a woman who is already working when the subsidy is adopted. Before the subsidy, her utility was maxi-
mized at point $X'$ on indifference curve $U_1$, a point at which $H_1$ hours are worked. When the subsidy generates the constraint $abe$, her utility will now be maximized at point $Y'$ (on $U_2$), and she will reduce her hours of work to $H_2$. Thus, for those already working, removing the fixed cost of child care has an income effect that pushes them toward fewer hours of work. (Note, however, that the woman depicted in Figure 7.6 remains in the labor force.)

**Reducing the Hourly Costs of Care** Now, let us take a case in which the costs of child care are purely hourly and have no fixed component. If such costs, say, are $3 per hour, they simply reduce the hourly take-home wage rate of a working parent by $3. If a government subsidy were to reduce the child-care costs to zero, the parent would experience an increase in the take-home wage, and the labor supply effects would be those of a wage increase. For those already working, the subsidy would create an income effect and a substitution effect that work in opposite directions on the desired hours of work. For those not in the labor force, the increased take-home wage would make it more likely they would join the labor force (the substitution effect dominates in participation decisions).
Observed Responses to Child-Care Subsidies

Our analysis above suggests that child-care subsidies, which in actuality reduce both the fixed and the hourly cost of care, would have a theoretically ambiguous effect on the hours of work among those already in the labor force. The effect on labor force participation, however, is theoretically clear: child-care subsidies should increase the labor force participation rates among parents, especially mothers. Empirical studies of the relationship between child-care costs and labor force participation are consistent with this latter prediction: when costs go down, labor force participation goes up. Furthermore, it appears that the greatest increases are among those with the lowest incomes.19

Child Support Assurance

The vast majority of children who live in poor households have an absent parent. The federal government has taken several steps to ensure, for families receiving welfare, that absent parents contribute adequately to their children’s upbringing. Greater efforts to collect child support payments are restricted in their effectiveness by the lack of resources among some absent parents, deliberate noncompliance by others, and the lack of court-awarded child support obligations in many more cases of divorce. To enhance the resources of single-parent families, some

---

have proposed the creation of child support assurance programs. The essential feature of these programs is a guaranteed child support benefit that would be paid by the government to the custodial parent in the event the absent parent does not make payments. If the absent parent makes only a portion of the required support payment, the government would make up the remainder.

A critical question to ask about such a program is how it would affect the labor supply of custodial parents. The answer provided by economic theory is not completely straightforward.

Consider a single mother who has two options for supporting herself and her children. One option is to work outside the home with no support from the absent father or from the welfare system. In Figure 7.7, we assume that the budget constraint provided by this option can be graphed as $AB$, which has a slope that represents her wage rate. The mother's other option is to apply for welfare benefits, which we assume would guarantee her an income of $AC$. Recall from chapter 6 that welfare payments are typically calculated by subtracting from a family's “needed” level of income ($AC$) its actual income from other sources, including earnings. Thus, the welfare constraint is $ACDB$, and it can be seen that segment $CD$ is reflective of a take-home wage rate equal to zero.

If the mother’s indifference curves are steeply sloped (meaning, of course, that she is less able or less willing to substitute for her time at home), her utility is maximized at point $C$; she applies for welfare and does not work for pay. If her utility isoquants are relatively flat, her utility will be maximized along segment $DB$, and in this case, she works for pay and does not rely on welfare benefits to supplement her income.
Suppose that a child support assurance program is adopted that guarantees support payments of $AE$ to the mother, regardless of her income. If she works, the effect of the new program would be to add the amount $AE (= BF)$ to her earnings. If she does not work and remains on welfare, her welfare benefits are reduced by $AE$; thus, her child support benefits plus her welfare benefits continue to equal $AC$. After the child support assurance program is implemented, her budget constraint is $ACGF$.

How will the new child support programs affect the mother’s time in the household and her hours of paid work? There are three possibilities. First, some mothers will have isoquants so steeply sloped that they will remain out of the labor force and spend all their time in the household (they will remain at point $C$ in Figure 7.7). These mothers would receive child support payments of $AE$ and welfare benefits equal to $EC$.

Second, for those who worked for pay before and were therefore along segment $DB$, the new program produces a pure income effect. These mothers will continue to work for pay, but their utility is now maximized along $GF$, and they can be expected to reduce their desired hours of work outside the home.

Third, some women, like the one whose isoquants ($U_1$ and $U_2$) are shown in Figure 7.8, will move from being on welfare to seeking paid work; for these women, the supply of labor to market work increases. These women formerly

\begin{figure}[h]
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\caption{A Single Parent Who Joins the Labor Force after Child Support Assurance Program Adopted}
\end{figure}

We have seen that the expected effects of a wage increase on labor supply are theoretically ambiguous; if the substitution effect dominates, the effect will be to increase desired hours of work, but if the income effect dominates, desired hours will decrease. How labor supply would be affected by wage increases associated with, say, income-tax rate reductions is therefore a question that must be answered empirically—and the research in this area must contend with problems of measuring both hours of work and the wage rate.

Hours of work in studies of labor supply are typically measured through household surveys, which ask workers how many hours they worked “last week.” The answers given by workers to this question are somewhat suspect. While those who are paid by the hour have reason to keep careful track of their weekly work hours, salaried workers do not, and many are therefore inclined to give the easy answer of “40.” Indeed, when work hours derived from these household surveys are compared to work hours derived from diary studies (which are more expensive to collect, because they ask workers in detail about how they used time in the past 24 hours), we find substantial differences. For example, while data from household surveys imply that, for men, weekly hours at work fell by 2.7 percent from 1965 to 1981, diary studies suggest the decline was in fact 13.5 percent.a

Measuring wage rates is problematic on two accounts. First, the hourly “wage” for salaried workers is conventionally calculated by dividing their “earnings last week” by their own estimate of how many hours they worked. If they overstate their hours of work, their calculated wage is then understated—and the research in this area must contend with problems of measuring both hours of work and the wage rate.

Second, those who are not working do not have an observable wage rate. Should we just drop them from the sample and focus our analysis on those for whom a wage is observed? We cannot simply exclude those not in the labor force from our study of labor supply. Theory suggests that potential workers compare their wage offers to their reservation wages, and if offers lie below the reservation wage, they decide not to work. The statistical methods we use to analyze data rely on their being randomly generated, and dropping those who are not working (either because they have unusually high reservation wages or unusually low wage rates) would make the sample nonrandom by introducing the element of what economists call “sample selection bias.”
If those not in the labor force must be in our analysis, what is the appropriate wage to use for them? Surely, they could earn something if they worked, so their potential wage is not zero—it simply is not observed. Because we do not directly observe reservation wages or wage offers, we must use statistical methods to impute a wage for those not in the labor force. Fortunately, techniques for dealing with this imputation problem have been developed, and one is illustrated by the study to be described.

An interesting use of diary-derived data can be seen in a study that analyzed how wages affect sleep, nonmarket (leisure plus household work) time, and labor supply. The diary data address the accuracy problems noted above in estimating hours of work (the dependent variable when analyzing labor supply). Wages for the employed were conventionally measured and statistically related to their personal characteristics, such as education, union status, and place of residence; this statistical relationship was then used to predict wages for everyone in the sample, including those not in the labor force.

When the researchers used regression techniques to relate hours of work to predicted wages, they found that increased wages reduced the labor supply of men—but so slightly that the effect was essentially zero. Thus, for men, the results imply that the income effect and substitution effect are essentially of equal strength and cancel each other out. For women, the substitution effect dominated, with a 10 percent increase in wages being associated with a 2 percent increase in hours of work. (Interestingly, higher wages were associated with men spending more time in nonmarket activities—presumably leisure—while they led to women spending less time in such activities, probably because they did less household work. Higher wages led to less sleep for both men and women, but these effects were small.)


maximized utility at point C, but the new possibility of working and still being able to receive an income subsidy now places their utility-maximizing hours of paid work along segment GF.

On balance, then, the hypothetical child support assurance program discussed earlier can be expected to increase the labor force participation rate among single mothers (and thus reduce the number on welfare) while reducing the desired hours of paid work among those who take jobs. Studies that analyze the labor market effects of child support payments (from absent fathers) have found that the labor supply responses among single mothers are consistent with theoretical expectations.21

Review Questions

1. Suppose that 5 percent unemployment is defined as “full employment,” but current unemployment is 7 percent. Suppose further that we have the following information:

<table>
<thead>
<tr>
<th>Unemployment Rate (%)</th>
<th>Labor Force</th>
<th>Unemployment</th>
<th>Employment</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>6,000</td>
<td>300</td>
<td>5,700</td>
</tr>
<tr>
<td>7</td>
<td>5,600</td>
<td>392</td>
<td>5,208</td>
</tr>
</tbody>
</table>

   a. What is the amount of “hidden” unemployment when the unemployment rate is 7 percent?
   b. If the population is 10,000, what change occurs in the participation rate as a result of the marginal change in the unemployment rate?
   c. What is the economic significance of hidden unemployment? Should measured and hidden unemployment be added to obtain a “total unemployment” figure?

2. A study of the labor force participation rates of women in the post–World War II period noted:

   Over the long run, women have joined the paid labor force because of a series of changes affecting the nature of work. Primary among these was the rise of the clerical and professional sectors, the increased education of women, labor-saving advances in households, declining fertility rates, and increased urbanization.

   Relate each of these factors to the household production model of labor supply outlined in this chapter.

3. In a debate in the 1976 U.S. presidential campaign, candidate Jimmy Carter argued, “While it is true that much of the recent rise in employment is due to the entrance of married women and teenagers into the labor force, this influx of people into the labor force is itself a sign of economic decay. The reason these people are now seeking work is because the primary breadwinner in the family is out of work and extra workers are needed to maintain the family income.” Comment.

4. Is the following statement true, false, or uncertain? Why? “If a married woman’s husband gets a raise, she tends to work less, but if she gets a raise, she tends to work more.”

5. Suppose day-care centers charge working parents for each hour their children spend at the centers (no fixed costs of care). Suppose, too, that the federal government passes subsidy legislation so that the hourly cost per child now borne by the parents is cut in half. Would this policy cause an increase in the labor supply of parents with small children?

6. Assume that a state government currently provides no child-care subsidies to working single parents, but it now wants to adopt a plan that will encourage labor force participation among single parents. Suppose that child-care costs are hourly, and suppose the government adopts a child-care subsidy that pays $3 per hour for each hour the parent works, up to 8 hours per day. Draw a current budget constraint (net of child-care costs), for an assumed single mother and then draw in the new constraint. Discuss the likely effects on labor force participation and hours of work.

7. Suppose that as the ratio of the working population to the retired population continues to fall, the voters approve a change in the way Social Security benefits are calculated—a way that effectively reduces every retired person’s benefits by half. This change affects all those in the population,
no matter what their age or current retirement status, and it is accompanied by a 50 percent reduction in payroll taxes. What would be the labor supply effects on those workers who are very close to the typical age of retirement (62 to 65)? What would be the labor supply effects on those workers just beginning their careers (workers in their twenties, for example)?

8. A state government wants to provide incentives for single parents to enter the labor market and become employed. It is considering a policy of paying single parents of children under age 18 $20 per day if the parent works at least 6 hours a day, 5 days a week. Draw an assumed current daily budget constraint for a single parent and then draw in the constraint that would be created by the $20 subsidy. Discuss the likely effects on (a) labor force participation and (b) hours of work.

9. Teenagers under age 18 in New York State are prohibited from working more than 8 hours a day, except if they work as golf caddies, babysitters, or farmworkers. Consider a 16-year-old whose primary household work in the summer is studying for college entrance exams and practicing a musical instrument but who also has two options for paid work. She can work for $6 per hour with a catering service (limited to 8 hours per day) or work for $5 per hour as a babysitter (with no limitations on hours worked).
   a. First, draw the daily budget constraints for each of her paid-work options (assume she can work either for the catering service or as a babysitter but cannot do both).
   b. Next, analyze the possible labor supply decisions this 16-year-old can make, making special reference to the effects of the state law restricting most paid work to 8 hours a day.

10. Assume that a state government currently provides no child-care subsidies to working single parents, but it now wants to adopt a plan that will encourage labor force participation among single parents. Suppose child-care costs are hourly and that the government adopts a child-care subsidy of $4 per hour if the single parent works 4 or more hours per day. Draw the current daily budget constraint (assume a wage that is net of the hourly child-care costs) for a single mother and then draw in the new constraint. Discuss the likely effects on labor force participation and hours of work.

11. Company X has for some time hired skilled technicians on one-year contracts to work at a remote location. It offers a $10,000 signing bonus and an hourly wage rate of $20 per hour. Company Y now enters the market and offers no signing bonus but offers an hourly wage of $25. Both companies want to attract workers who will work longer than 2,000 hours during the year (all hours are paid at the straight-time wage rate given above).
   a. First, suppose that workers receive offers from both companies; on the same graph, draw the income-household time (“budget”) constraints for the coming year under both offers. (Clearly label which is Company X and which is Y.)
   b. Second, consider a worker for Company X who chose to work 2,500 hours last year. Suppose that her contract is up and that she now has offers from both Company X and Company Y. Can we tell which offer she will choose, assuming her preferences for income and household time have not changed? Explain (or demonstrate). If she changes companies, will she continue to work 2,500 hours or will she increase hours or reduce them? Explain fully.
Chapter 7  Household Production, the Family, and the Life Cycle

Problems

1. The following table gives information for June 2006 and June 2007 on the thousands of people who are in the labor force, the thousands of people who are defined as unemployed, and the thousands of people not in the labor force because they believe that no job is available. The latter group consists of those people who are “discouraged” workers, and some regard them as the hidden unemployed (they have searched for work in the past and are available to work, but they believe jobs are so scarce that looking for work is of no use).

<table>
<thead>
<tr>
<th>Date</th>
<th>Number in Labor Force</th>
<th>Number Unemployed</th>
<th>Number Discouraged</th>
</tr>
</thead>
<tbody>
<tr>
<td>June 2006</td>
<td>152,557</td>
<td>7,341</td>
<td>481</td>
</tr>
<tr>
<td>June 2007</td>
<td>154,252</td>
<td>7,295</td>
<td>401</td>
</tr>
</tbody>
</table>


a. Calculate the officially defined unemployment rates for June 2006 and June 2007. What is the change in the unemployment rate from June 2006 to June 2007?
b. Calculate unofficial unemployment rates that include the hidden unemployed for both dates. What is the change in this unemployment rate from June 2006 to June 2007?
c. If the officially defined unemployment rate is falling, what effect would you expect this to have on the number of discouraged workers? How has the change in the number of discouraged workers affected the change in the officially defined unemployment rate from June 2006 to June 2007?

2. Suppose a single parent can work up to 16 hours per day at a wage rate of $10 per hour.

Various income maintenance programs have been developed to assure a minimum level of income for low-income families. Aid to Families with Dependent Children (AFDC) was established with the Social Security Act of 1935. The family was given an income subsidy depending on family size. Under this program, the family’s benefit was reduced by $1 for every dollar earned. Suppose the maximum daily subsidy for the single parent described above is $40.

a. Draw the daily budget constraint without program participation for the single parent described above.
b. On the same graph, draw the daily budget constraint under AFDC for the single parent described above.
c. What effect does this program have on the incentive to work? Explain.

3. The following figure gives two daily budget constraints for a low-income individual. One budget line is the one in which the individual, who can work up to 16 hours per day, receives no subsidy from the government. The other budget line represents participation in an income maintenance program that offers a no-work benefit and phases out this subsidy as earnings increase.
a. What is the individual’s wage rate without program participation?
b. What is the program’s no-work benefit? What is the effective wage rate when participating in the program?
c. If, absent the subsidy program, the individual had chosen to work less than 8 hours per day, would she be better off participating in the program or not participating? If the individual had chosen to work more than 8 hours per day, would she be better off participating in the program or not participating?
d. What will be the labor supply response for an individual who had chosen to work 8 hours before the program is implemented and now qualifies for the program?

4. Suppose a single parent can work up to 16 hours per day at a wage rate of $10 per hour. Various income maintenance programs have been developed to assure a minimum level of income for low-income families, such as AFDC (see Problem 2). One of the problems with AFDC is that benefits were reduced by $1 for every dollar earned. An alternative income maintenance program is Temporary Assistance for Needy Families (TANF), which also offers a no-work benefit but has a smaller reduction in wages for every dollar earned. A simplified version of this type of program is one that would give this single parent a $40 (no-work) grant accompanied by a benefit reduction of 75 cents for every dollar earned.

a. Draw the daily budget constraint without any program participation for the single parent described above.
b. On the same graph, draw the daily budget constraint under TANF for the single parent described above. At what level of income does the subsidy end? How many hours of work would this be? Discuss the effect of program participation on work incentives.
c. On the same graph, draw the daily budget constraint under AFDC for the single parent described above (Problem 2).
d. Compare the effect of the TANF program on work incentives compared to the AFDC program.
Selected Readings


Chapters 6 and 7 analyzed workers’ decisions about whether to seek employment and how long to work. Chapters 8 and 9 will analyze workers’ decisions about the industry, occupation, or firm in which they will work. This chapter will emphasize the influence on job choice of such daily, recurring job characteristics as the work environment, the risk of injury, and the generosity of employee benefits. Chapter 9 will analyze the effects of required educational investments on occupational choice.

Job Matching: The Role of Worker Preferences and Information

One of the major functions of the labor market is to provide the signals and the mechanisms by which workers seeking to maximize their utility can be matched to employers trying to maximize profits. Matching is a formidable task because workers have varying skills and preferences and because employers offer jobs that differ in requirements and working environment. The process of finding the worker–employer pairings that are best for each is truly one of trial and error, and whether the process is woefully deficient or reasonably satisfactory is an important policy issue that can be analyzed using economic theory in its normative mode.

The assumption that workers are attempting to maximize utility implies that they are interested in both the pecuniary and the nonpecuniary aspects of their jobs. On the one hand, we expect that higher compensation levels in a job (holding job tasks constant) would attract more workers to it. On the other hand, it is clear that pay is not all that matters; occupational tasks and how workers’ preferences mesh with those tasks are critical elements in the matching process. The focus of this chapter is on how the labor market accommodates worker preferences.
If all jobs in a labor market were *exactly alike* and located in the *same place*, an individual’s decision about where to seek work would be a simple matter of choosing the job with the highest compensation. Any differences in the pay offered by employers would cause movement by workers from low-paying to high-paying firms. If there were no barriers inhibiting this movement, as discussed in chapter 5, the market would force offers of all employers into equality.

All jobs are not the same, however. Some jobs are in clean, modern spaces, and others are in noisy, dusty, or dangerous environments. Some permit the employee discretion over the hours or the pace of work, while others allow less flexibility. Some employers offer more generous employee-benefit packages than others, and different *places* of employment involve different commuting distances and neighborhood characteristics. We discuss below the ways that differences in job characteristics influence individual choice and observable market outcomes.

**Individual Choice and Its Outcomes**

Suppose several unskilled workers have received offers from two employers. Employer X pays $8 per hour and offers clean, safe working conditions. Employer Y also pays $8 per hour but offers employment in a dirty, noisy factory. Which employer would the workers choose? Most would undoubtedly choose employer X because the pay is the same while the job is performed under more agreeable conditions.

Clearly, however, $8 is not an equilibrium wage in both firms.¹ Because firm X finds it easy to attract applicants at $8, it will hold the line on any future wage increases. Firm Y, however, must clean up the plant, pay higher wages, or do both if it wants to fill its vacancies. Assuming it decides not to alter working conditions, it must pay a wage *above* $8 to be competitive in the labor market. The extra wage it must pay to attract workers is called a *compensating wage differential* because the higher wage is paid to compensate workers for the undesirable working conditions. If such a differential did not exist, firm Y could not attract the unskilled workers that firm X can obtain.

**An Equilibrium Differential**

Suppose that firm Y raises its wage offer to $8.50 while the offer from X remains at $8. Will this 50-cent-per-hour differential—an extra $1,000 per year—attract *all* the workers in our group to firm Y? If it did attract them all, firm X would have an incentive to raise its wages, and firm Y might want to lower its offers a bit; the 50-cent differential in this case would *not* be an equilibrium differential.

More than likely, however, the higher wage in firm Y would attract only *some* of the group to firm Y. Some people are not bothered much by dirt and noise,
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¹A few people may be indifferent to noise and dirt in the workplace. We assume here that these people are so rare, or firm Y’s demand for workers is so large, that Y cannot fill all its vacancies with just those who are totally insensitive to dirt and noise.
and they may decide to take the extra pay and put up with the poorer working conditions. Those who are very sensitive to noise or dust may decide that they would rather be paid less to expose themselves to such working conditions. If both firms could obtain the quantity and quality of workers they wanted, the 50-cent differential would be an equilibrium differential, in the sense that there would be no forces causing the differential to change.

The desire of workers to avoid unpleasantness or risk, then, should force employers offering unpleasant or risky jobs to pay higher wages than they would otherwise have to pay. This wage differential serves two related, socially desirable ends. First, it serves a social need by giving people an incentive to voluntarily do dirty, dangerous, or unpleasant work. Second, at an individual level, it serves as a reward to workers who accept unpleasant jobs by paying them more than comparable workers in more pleasant jobs.

The Allocation of Labor A number of jobs are unavoidably nasty or would be very costly to make safe and pleasant (coal-mining, deep-sea diving, and police work are examples). There are essentially two ways to recruit the necessary labor for such jobs. One is to compel people to do these jobs (the military draft is the most obvious contemporary example of forced labor). The second way is to induce people to do the jobs voluntarily.

Most modern societies rely mainly on incentives, compensating wage differentials, to recruit labor to unpleasant jobs voluntarily. Workers will mine coal, bolt steel beams together 50 stories off the ground, or agree to work at night because, compared to alternative jobs for which they could qualify, these jobs pay well. Night work, for example, can be stressful because it disrupts normal patterns of sleep and family interactions; however, employers often find it efficient to keep their plants and machines in operation around the clock. The result is that nonunion employees working night shifts are paid about 4 percent more than they would receive if they worked during the day.2

Compensation for Workers Compensating wage differentials also serve as individual rewards by paying those who accept bad or arduous working conditions more than they would otherwise receive. In a parallel fashion, those who opt for more pleasant conditions have to “buy” them by accepting lower pay. For example, if a person takes the $8-per-hour job with firm X, he or she is giving up the $8.50-per-hour job with less pleasant conditions in firm Y. The better conditions are being bought, in a very real sense, for 50 cents per hour.

---

Thus, compensating wage differentials become the prices at which good working conditions can be purchased by, or bad ones sold by, workers. Contrary to what is commonly asserted, a monetary value can often be attached to events or conditions whose effects are primarily psychological in nature. Compensating wage differentials provide the key to the valuation of these nonpecuniary aspects of employment.

For example, how much do workers value a work schedule that permits them to enjoy leisure activities and sleep at the usual times? If we know that night-shift workers earn 4 percent—or about $1,000 per year for a typical worker—more than they otherwise would earn, the reasoning needed to answer this question is straightforward. Those who have difficulty sleeping during the day, or whose favorite leisure activities require the companionship of family or friends, are not likely to be attracted to night work for only $1,000 extra per year; they are quite willing to forgo a $1,000 earnings premium to obtain a normal work schedule. Others, however, are less bothered by the unusual sleep and leisure patterns, and they are willing to work at night for the $1,000 premium. While some of these latter workers would be willing to give up a normal work schedule for less than $1,000, others find the decision to work at night a close call at the going wage differential. If the differential were to marginally fall, a few working at night would change their minds and refuse to continue, while if the differential rose a bit above $1,000, a few more could be recruited to night work. Thus, the $1,000 yearly premium represents what those at the margin (the ones closest to changing their minds) are willing to pay for a normal work schedule.3

Assumptions and Predictions

We have seen how a simple theory of job choice by individuals leads to the prediction that compensating wage differentials will be associated with various job characteristics. Positive differentials (higher wages) will accompany “bad” characteristics, while negative differentials (lower wages) will be associated with “good” ones. However, it is very important to understand that this prediction can only be made holding other things equal.

Our prediction about the existence of compensating wage differentials grows out of the reasonable assumption that if an informed worker has a choice between a job with “good” working conditions and a job of equal pay with “bad” working conditions, he or she will choose the “good” job. If the employee is an unskilled laborer, he or she may be choosing between an unpleasant job spreading hot asphalt or a more comfortable job in an air-conditioned warehouse. In either case, he or she is going to receive something close to the wage rate unskilled workers typically receive. However, our theory would predict that this

worker would receive more from the asphalt-spreading job than from the warehouse job.

Thus, the predicted outcome of our theory of job choice is not simply that employees working under “bad” conditions receive more than those working under “good” conditions. The prediction is that, holding worker characteristics constant, employees in bad working conditions receive higher wages than those working under more pleasant conditions. The characteristics that must be held constant include all the other things that influence wages: skill level, age, experience, race, gender, union status, region of the country, and so forth. Three assumptions have been used to arrive at this prediction.

**Assumption 1: Utility Maximization** Our first assumption is that workers seek to maximize their utility, not their income. Compensating wage differentials will arise only if some people do not choose the highest-paying job offered, preferring instead a lower-paying but more pleasant job. This behavior allows those employers offering lower-paying, pleasant jobs to be competitive. Wages do not equalize in this case. Rather, the net advantages—the overall utility from the pay and the psychic aspects of the job—tend to equalize for the marginal worker.

**Assumption 2: Worker Information** The second assumption implicit in our analysis is that workers are aware of the job characteristics of potential importance to them. Whether they know about them before they take the job or find out about them soon after taking it is not too important. In either case, a company offering a “bad” job with no compensating wage differential would have trouble recruiting or retaining workers—trouble that would eventually force it to raise its wage.

It is quite likely, of course, that workers would quickly learn about danger, noise, rigid work discipline, job insecurity, and other obvious bad working conditions. It is equally likely that they would not know the precise probability of being laid off, say, or of being injured on the job. However, even with respect to these probabilities, their own direct observations or word-of-mouth reports from other employees could give them enough information to evaluate the situation with some accuracy. For example, the proportions of employees considering their work dangerous have been shown to be closely related to the actual injury rates published by the government for the industries in which they work.4 This finding

---

illustrates that while workers probably cannot state the precise probability of being injured, they do form accurate judgments about the relative risks of several jobs.

Where predictions may disappoint us, however, is with respect to very obscure characteristics. For example, while we now know that asbestos dust is highly damaging to worker health, this fact was not widely known 50 years ago. One reason information on asbestos dangers in plants was so long in being generated is that it takes more than 20 years for asbestos-related disease to develop. Cause and effect were thus obscured from workers and researchers alike, creating a situation in which job choices were made in ignorance of this risk. Compensating wage differentials for this danger could thus not possibly have arisen at that time. Our predictions about compensating wage differentials, then, hold only for job characteristics that workers know about.

**Assumption 3: Worker Mobility**  The final assumption implicit in our theory is that workers have a range of job offers from which to choose. Without a range of offers, workers would not be able to select the combination of job characteristics they desire or avoid the ones to which they do not wish exposure. A compensating wage differential for risk of injury, for example, simply could not arise if workers were able to obtain only dangerous jobs. It is the act of choosing safe jobs over dangerous ones that forces employers offering dangerous work to raise wages.

One manner in which this choice can occur is for each job applicant to receive several job offers from which to choose. However, another way in which choice could be exercised is for workers to be (at least potentially) highly mobile. In other words, workers with few concurrent offers could take jobs and continue their search for work if they thought an improvement could be made. Thus, even with few offers at any one time, workers could conceivably have relatively wide choice over a period of time, which would eventually allow them to select jobs that maximized their utility.

How mobile are workers? As of January 2006, about 22 percent of all American workers who were 20 years of age or older had been with their employers for a year or less, and 3.5 percent started with a new employer each month. For some, finding a new employer was necessary because they were fired or laid off by their prior employer, but roughly 2 percent of workers in the United States voluntarily quit their jobs in any given month—and roughly 40 percent of those go to jobs paying lower wages (possibly because of more attractive working conditions or benefits).5

---

Empirical Tests for Compensating Wage Differentials

The prediction that there are compensating wage differentials for undesirable job characteristics is over two hundred years old. Adam Smith, in his Wealth of Nations, published in 1776, proposed five “principal circumstances which . . . make up for a small pecuniary gain in some employments, and counterbalance a great one in others.” Among the circumstances Smith listed were the constancy of employment, the difficulty of learning the job, the probability of success, and the degree of trust placed in the worker. While our discussion in this chapter could focus on any one of these, most of the work to date has focused on his assertion that “the wages of labour vary with the ease or hardship, the cleanliness or dirtiness, the honourableness or dishonourableness of the employment.”

There are two difficulties in actually estimating compensating wage differentials. First, we must be able to create data sets that allow us to match, at the level of individual workers, their relevant job characteristics with their personal characteristics (age, education, union status, and so forth) that also influence wages. Second, we must be able to specify in advance those job characteristics that are generally regarded as disagreeable (for example, not everyone may regard outdoor work or repetitive tasks as undesirable).

The most extensive testing for the existence of compensating wage differentials has been done with respect to the risks of injury or death on the job, primarily because higher levels of such risks are unambiguously “bad.” These studies generally, but not always, support the prediction that wages will be higher whenever risks on the job are higher. Recent estimates of such compensating differentials for the United States suggest that wages tend to be around 1 percent higher for workers facing twice the average risk of job-related fatality than for those who face the average yearly level of risk (which is about 1 in 25,000).

Many other studies of compensating wage differentials have been done, but because they are spread thinly across a variety of job characteristics, judging the strength of their support for the theory is problematic. Nonetheless, positive wage premiums have been related, holding other influences constant, to such disagreeable characteristics as night work, an inflexible work schedule, having to stand a lot, working in a noisy or polluted environment, and having an unsteady job (see Example 8.1 for less formal data on another “bad” working condition: working away from home).

---

Chapter 8  Compensating Wage Differentials and Labor Markets

EXAMPLE 8.1

Working on the Railroad: Making a Bad Job Good

While compensating wage differentials are difficult to measure with precision, the theory in this chapter can often find general support in everyday discussions of job choice. This example is based on a newspaper article about the exclusive use of Navajos by the Santa Fe Railway to repair and replace its 9,000 miles of track between Los Angeles and Chicago.

The 220 Navajos were organized into two “steel gangs.” Workers did what machines cannot: pull and sort old spikes, weld the rails together, and check the safety of the new rails. The grueling work was intrinsically unappealing: jobs lasted for only five to eight months per year; much of the work was done in sweltering desert heat; workers had to live away from their families and were housed in bunk cars with up to 16 other workers; and the remote locations rendered the off-hours boring and lonely.

Two hypotheses about jobs such as these can be derived from the theory in this chapter. These hypotheses are listed below, along with supporting quotations or facts from the newspaper article.

Hypothesis 1. Companies offering unappealing jobs find it difficult to recruit and retain employees.

Workers who take these jobs are the ones for whom the conditions are least disagreeable.

They had tried everyone. The Navajos were the only ones willing to be away from home, to do the work, and to do a good job.

[A Santa Fe recruiter]

Lonely? No, I never get lonely. There is nothing but Navajo here. . . . We speak the same language and understand one another. . . . It’s a good job.

[A steel gang worker with 16 years’ experience]

Hypothesis 2. The jobs are made appealing to the target group of workers by raising wages well above those of their alternatives.

I wish I could stay home all the time and be with my family. It’s just not possible. Where am I going to find a job that pays $900 every two weeks?

[A steel gang veteran of 11 years]

(Steel gang wages in the early 1990s ranged between $12 and $17 per hour, well above the national average of about $10 per hour for “handlers and laborers.”)


Hedonic Wage Theory and the Risk of Injury

We now turn to a graphic presentation of the theory of compensating wage differentials, which has become known as *hedonic* wage theory.\(^9\) The graphic tools used permit additional insights into the theory and greatly clarify the normative analysis of important regulatory issues. In this section, we analyze the theory of compensating wage differentials for a *negative* job characteristic, the risk of injury, and apply the concepts to a normative analysis of governmental safety regulations.

---

\(^9\)The philosophy of hedonism is usually associated with Jeremy Bentham, a philosopher of the late eighteenth century who believed people always behaved in ways that they thought would maximize their happiness. The analysis that follows is adapted primarily from Sherwin Rosen, “Hedonic Prices and Implicit Markets,” *Journal of Political Economy* 82 (January/February 1974): 34–55.
Job injuries are an unfortunate characteristic of the workplace, and injury rates vary considerably across occupations and industries. For example, while we noted that the average yearly rate of fatal injury in the American workplace is about one in 25,000, the rates for construction workers and truck drivers are three to four times higher. Roughly 2.5 percent of American workers are injured seriously enough each year that they lose at least a day of work, but even in the manufacturing sector, these rates vary from 1.5 percent in chemical manufacturing to 5.2 percent in wood manufacturing.\footnote{U.S. Bureau of Labor Statistics, “Census of Fatal Occupational Injuries Summary, 2005,” USDL-06-1364, August 10, 2006; and U.S. Bureau of Labor Statistics, “Workplace Injury and Illness Summary,” USDL-06-1816, October 19, 2006, Table 1.}

To simplify our analysis of compensating wage differentials for the risk of injury, we shall assume that compensating differentials for every other job characteristic have already been established. This assumption allows us to see more clearly the outcomes of the job selection process, and since the same analysis could be repeated for every other characteristic, our conclusions are not obscured by it. To obtain a complete understanding of the job selection process and the outcomes of that process, it is necessary, as always, to consider both the employer and the employee sides of the market.

**Employee Considerations**

Employees, it may safely be assumed, dislike the risk of being injured on the job. A worker who is offered a job for $8 per hour in a firm in which 3 percent of the workforce is injured each year would achieve a certain level of utility from that job. If the risk of injury were increased to 4 percent, holding other job characteristics constant, the job would have to pay a higher wage to produce the same level of utility (except in the unlikely event that the costs of wage loss, medical treatment, and suffering caused by the added injuries were completely covered by the firm or its insurance company after the fact).\footnote{Compensating wage differentials provide for \textit{ex ante}—“before the fact”—compensation related to injury risk. Workers can also be compensated (to keep utility constant) by \textit{ex post}—or after-injury—payments for damages. Workers’ compensation insurance provides for \textit{ex post} payments, but these payments typically offer incomplete compensation for all the costs of injury.}

Other combinations of wage rates and risk levels could be devised that would yield the same utility as the $8/hour–3 percent risk offer. These combinations can be connected on a graph to form an indifference curve (for example, the curve \(U_2\) in Figure 8.1). Unlike the indifference curves drawn in chapters 6 and 7, those in Figure 8.1 slope upward because risk of injury is a “bad” job characteristic, not a “good” (such as leisure). In other words, if risk increases, wages must rise if utility is to be held constant.

As in the previous chapters, there is one indifference curve for each possible level of utility. Because a higher wage at a given risk level will generate more utility, indifference curves lying to the northwest represent higher utility. Thus, all
points on curve $U_3$ in Figure 8.1 are preferred to those on $U_2$, and those on $U_2$ are preferred to the ones on $U_1$. The fact that each indifference curve is convex (when viewed from below) reflects the normal assumption of diminishing marginal rates of substitution. At point $K$ of curve $U_2$, the person receives a relatively high wage and faces a high level of risk. He or she will be willing to give up a lot in wages to achieve a given reduction in risk because risk levels are high enough to place one in imminent danger, and the consumption level of the goods that are bought with wages is already high. However, as risk levels and wage rates fall (to point $J$, say), the person becomes less willing to give up wages in return for the given reduction in risk; the danger is no longer imminent, and consumption of other goods is not as high.

People differ, of course, in their aversion to the risk of being injured. Those who are very sensitive to this risk will require large wage increases for any increase in risk, while those who are less sensitive will require smaller wage increases to hold utility constant. The more-sensitive workers will have indifference curves that are steeper at any level of risk, as illustrated in Figure 8.2. At risk level $R_1$, the slope at point $C$ is steeper than at point $D$. Point $C$ lies on the indifference curve of worker $A$, who is highly sensitive to risk, while point $D$ lies on an indifference curve of worker $B$, who is less sensitive. Of course, each person has a whole family of indifference curves that are not shown in Figure 8.2, and each will attempt to achieve the highest level of utility possible.

---

12When a “bad” is on the horizontal axis (as in Figure 8.1) and a “good” on the vertical axis, people with more of the “good” and less of the “bad” are unambiguously better off, and this combination is achieved by moving in a northwest direction on the graph.
Employer Considerations

Employers are faced with a wage/risk trade-off of their own that derives from three assumptions. First, it is presumably costly to reduce the risk of injury facing employees. Safety equipment must be placed on machines, production time must be sacrificed for safety training sessions, protective clothing must be furnished to workers, and so forth. Second, competitive pressures will presumably force many firms to operate at zero profit (that is, at a point at which all costs are covered and the rate of return on capital is about what it is for similar investments). Third, all other job characteristics are presumably given or already determined. The consequence of these three assumptions is that if a firm undertakes a program to reduce the risk of injury, it must reduce wages to remain competitive.

Thus, forces on the employer side of the market tend to cause low risk to be associated with low wages and high risk to be associated with high wages, holding other things constant. These “other things” may be employee benefits or other job characteristics; assuming they are given will not affect the validity of our analysis (even though it may seem at first unrealistic). The major point is that if a firm spends more on safety, it must spend less on other things if it is to remain competitive. The term wages can thus be thought of as shorthand for “terms of employment” in our theoretical analyses.

If returns are permanently below normal, it would benefit the owners to close down the plant and invest their funds elsewhere. If returns are above normal, other investors will be attracted to the industry and profits will eventually be driven down by increased competition.
The employer trade-offs between wages and levels of injury risk can be graphed through the use of isoprofit curves, which show the various combinations of risk and wage levels that yield a given level of profits (iso means “equal”). Thus, all the points along a given curve, such as those depicted in Figure 8.3, are wage/risk combinations that yield the same level of profits. Curves to the southeast represent higher profit levels because with all other items in the employment contract given, each risk level is associated with a lower wage level. Curves to the northwest represent, conversely, lower profit levels.

Note that the isoprofit curves in Figure 8.3 are concave (from below). This concavity is a graphic representation of our assumption that there are diminishing marginal returns to safety expenditures. Suppose, for example, that the firm is operating at point $M$ in Figure 8.3—a point where the risk of injury is high. The first expenditures by the firm to reduce risk will have a relatively high return because the firm will clearly choose to attack the safety problem by eliminating the most obvious and cheaply eliminated hazards. Because the risk (and accompanying injury cost) reductions are relatively large, the firm need not reduce wages by very much to keep profits constant. Thus, the isoprofit curve at point $M$ is relatively flat. At point $N$, however, the curve is steeply sloped, indicating that wages will have to be reduced by quite a bit if the firm is to maintain its profits in the presence of a program to reduce risk. This large wage reduction is required because, at this point, further increases in safety are very costly.

We also assume that employers differ in the ease (cost) with which they can eliminate hazards. We have just indicated that the cost of reducing risk levels is reflected in the slope of the isoprofit curve. In firms where injuries are costly to reduce, large wage reductions will be required to keep profits constant in the face of a safety program; the isoprofit curve in this case will be steeply
The isoprofit curve of one such firm is shown as the dashed curve \( YY' \) in Figure 8.4. The isoprofit curves of firms where injuries are easier to eliminate are flatter. Note that the solid curve \( XX' \) in Figure 8.4 is flatter at each level of risk than \( YY' \); this is most easily seen at point \( R' \) and indicates that firm X can reduce risk more cheaply than firm Y.

### The Matching of Employers and Employees

The aim of employees is to achieve the highest possible utility from their choice of a job. If they receive two offers at the same wage rate, they will choose the lower-risk job. If they receive two offers in which the risk levels are equal, they will accept the offer with the higher wage rate. More generally, they will choose the offer that falls on the highest, or most northwest, indifference curve.

In obtaining jobs, employees are constrained by the offers they receive from employers. Employers, for their part, are constrained by two forces. On the one hand, they cannot make outrageously lucrative offers because they will be driven out of business by firms whose costs are lower. On the other hand, if their offered terms of employment are very low, they will be unable to attract employees (who will choose to work for other firms). These two forces compel firms in competitive markets to operate on their zero-profit isoprofit curves.

To better understand the offers firms make, refer to Figure 8.4, where two different firms are depicted. Firm X, the firm that can cheaply reduce injuries, can make higher wage offers at low levels of risk (left of point \( R' \)) than can firm Y. Because it can produce safety more cheaply, it can pay higher wages at low levels of risk and still remain competitive. Any offers along segment \( XR' \) will be preferred by employees to those along \( YR' \) because, for given levels of risk, higher wages are paid.
At higher levels of risk, however, firm Y can outbid firm X for employees. Firm X does not save much money if it permits the risk level to rise above $R$, because risk reduction is so cheap. Because firm Y does save itself a lot by operating at levels of risk beyond $R$, it is willing to pay relatively high wages at high risk levels. For employees, offers along $R'Y'$ will be preferable to those along $R'X'$, so those employees working at high-risk jobs will work for Y.

Graphing worker indifference curves and employer isoprofit curves together can show which workers choose which offers. Figure 8.5 contains the zero-profit curves of two employers (X and Y) and the indifference curves of two employees (A and B). Employee A maximizes utility (along $A_2$) by working for employer X at wage $W_{AX}$ and risk level $R_{AX}$, while employee B maximizes utility by working for employer Y at wage $W_{BY}$ and risk level $R_{BY}$.

Looking at A’s choice more closely, we see that if he or she took the offer B accepted—$W_{BY}$ and $R_{BY}$—the level of utility achieved would be $A_1$, which is less than $A_2$. Person A values safety very highly, and wage $W_{BY}$ is just not high enough to compensate for the high level of risk. Person B, whose indifference curves are flatter (signifying he or she is less averse to risk), finds the offer of $W_{BY}$ and $R_{BY}$ on curve $B_2$ superior to the offer A accepts. Person B is simply not willing to take a cut in pay to $W_{AX}$ in order to reduce risk from $R_{BY}$ to $R_{AX}$, because that would place him or her on curve $B_1$.

**Figure 8.5**
Matching Employers and Employees
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The matching of A with firm X and B with firm Y is not accidental or random. Since X can “produce” safety more cheaply than Y, it is logical that X will be a low-risk producer who attracts employees, such as A, who value safety highly. Likewise, employer Y generates a lot of cost savings by operating at high-risk levels and can thus afford to pay high wages and still be competitive. Y attracts people such as B, who have a relatively strong preference for money wages and a relatively weak preference for safety. (For a study of how aversion to risk affects job choice, see Example 8.2.)

### The Offer Curve

The above job-matching process, of course, can be generalized beyond the case of two employees and two employers. To do this, it is helpful to note that in Figures 8.4 and 8.5, the only offers of jobs to workers with a chance of being accepted lie along $XR'Y'$. The curve $XR'Y'$ can be called an offer curve because only along $XR'Y'$ will offers that employers can afford to make be potentially

---

**Example 8.2**

Parenthood, Occupational Choice, and Risk

The theory of compensating wage differentials is built on the assumption that among workers in a given labor market, those with the stronger aversions to risk will select themselves into safer (but lower-paying) jobs. It is difficult to test the implications of this assumption because measuring risk aversion is not generally possible. However, one study analyzed workers’ choices when the relative strength of aversion to injury risk could be logically inferred.

It is well known that women are found in safer jobs than men. In the mid-1990s, for example, men made up 54 percent of all workers but constituted 92 percent of workers killed on the job! What is not so well known is that among each gender group, there is an equally striking pattern—men and women who are single parents choose to work in safer jobs.

This study argues that workers who are raising children feel a greater need to avoid risk on the job because they have loved ones who depend on them, and, of course, this should be especially true for single parents. Indeed, the study found that married women without children worked in jobs with a greater risk of death than married women with children, but that single mothers chose to work in even safer jobs.

It was found that among men, those who were single parents worked in safer jobs than married men, but married men with children apparently did not behave much differently than those without. The study argues that because married men are typically not in the role of caregiver to their children, they may believe they can take higher-paying, riskier jobs but adequately protect their children through buying life insurance. Married women, in contrast, do not find life insurance as effective in protecting children, because it provides only money, which cannot replace the care and nurturing that mothers give.

acceptable to employees. The concept of an offer curve is useful in generalizing our discussion beyond two firms, because a single offer curve can summarize the potentially acceptable offers any number of firms in a particular labor market can make.

Consider, for example, Figure 8.6, which contains the zero-profit isoprofit curves of firms L through Q. We know from our discussions of Figures 8.4 and 8.5 that employees will accept offers along only the most northwest segments of this set of curves; to do otherwise would be to accept a lower wage at each level of risk. Thus, the potentially acceptable offers will be found along the darkened curve of Figure 8.6, which we shall call the offer curve. The more types of firms there are in a market, the smoother this offer curve will be; however, it will always slope upward because of our twin assumptions that risk is costly to reduce and that employees must be paid higher wages to keep their utility constant if risk is increased. In some of the examples that follow, the offer curve is used to summarize the feasible, potentially acceptable offers employers are making in a labor market, because using an offer curve saves our diagrams from becoming cluttered with the isoprofit curves of many employers.

**Major Behavioral Insights**  From the perspective of “positive economics,” our hedonic model generates two major insights. The first is that wages rise with risk, other things equal. According to this prediction, there will be compensating wage differentials for job characteristics that are viewed as undesirable by workers whom employers must attract (see Example 8.3). Second, workers with strong preferences for safety will tend to take jobs in firms where safety can be generated
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most cheaply. Workers who are not as averse to accepting risk will seek out and accept the higher-paying, higher-risk jobs offered by firms that find safety costly to “produce.”15 The second insight, then, is that the job-matching process—if it takes place under the conditions of knowledge and choice—is one in which firms and workers offer and accept jobs in a fashion that makes the most of their strengths and preferences.

Normative Analysis: Occupational Safety and Health Regulation

The hedonic analysis of wages in the context of job safety can be normatively applied to government regulation of workplace safety. In particular, we now have the conceptual tools to analyze such questions as the need for regulation and, if needed, what the goals of the regulation should be.

Are Workers Benefited by the Reduction of Risk? In 1970, Congress passed the Occupational Safety and Health Act, which directed the U.S. Department of Labor to issue and enforce safety and health standards for all private employers. Safety standards are intended to reduce the risk of traumatic injury, while health

15There is evidence that workers with fewer concerns about off-the-job risk (smokers, for example) also choose higher-risk jobs; for an analysis of this issue, see W. Kip Viscusi and Joni Hersch, “Cigarette Smokers as Job Risk Takers,” Review of Economics and Statistics 83 (May 2001): 269–280.
standards address worker exposure to substances thought to cause disease. The stated goal of the act was to ensure the “highest degree of health and safety protection for the employee.”

Despite the ideal that employees should face the minimum possible risk in the workplace, implementing this ideal as social policy is not necessarily in the best interests of workers. Our hedonic model can show that reducing risk in some circumstances will lower the workers’ utility levels. Consider Figure 8.7.

Suppose a labor market is functioning about like our textbook models, in that workers are well informed about dangers inherent in any job and are mobile enough to avoid risks they do not wish to take. In these circumstances, wages will be positively related to risk (other things equal), and workers will sort themselves into jobs according to their preferences. This market can be modeled graphically in Figure 8.7, where, for simplicity’s sake, we have assumed there are two kinds of workers and two kinds of firms. Person A, who is very averse to the risk of injury, works at wage $W_{AX}$ and risk $R_{AX}$ for employer X. Person B works for employer Y at wage $W_{BY}$ and risk $R_{BY}$.

Now, suppose the Occupational Safety and Health Administration (OSHA), the Department of Labor agency responsible for implementing the federal safety and health program, promulgates a standard that makes risk levels above $R_{AX}$ illegal. The effects, although unintended and perhaps not immediately obvious, would be detrimental to employees such as B. Reducing risk is costly, and the best wage offer a worker can obtain at risk $R_{AX}$ is $W_{AX}$. For B, however, wage $W_{AX}$ and risk $R_{AX}$ generate less utility than did Y’s offer of $W_{BY}$ and $R_{BY}$.
When the government mandates the reduction of risk in a market where workers are compensated for the risks they take, it penalizes workers such as B, who are not terribly sensitive to risk and appreciate the higher wages associated with higher risk. The critical issue, of course, is whether workers have the knowledge and choice necessary to generate compensating wage differentials. Many people believe that workers are uninformed and unable to comprehend different risk levels or that they are immobile and thus do not choose risky jobs voluntarily. If this belief were true, government regulation could make workers better off. Indeed, while the evidence of a positive relationship between wages and risk of fatal injury should challenge the notion that information and mobility are generally insufficient to create compensating differentials, there are specific areas in which problems obviously exist. For example, the introduction each year of new workplace chemicals whose health effects on humans may be unknown for two or more decades (owing to the long gestation periods for most cancers and lung diseases) clearly presents substantial informational problems to affected labor market participants.

To say that worker utility can be reduced by government regulation does not, then, imply that it will be reduced. The outcome depends on how well the unregulated market functions and how careful the government is in setting its standards for risk reduction. The following section will analyze a government program implemented in a market that has not generated enough information about risk for employees to make informed job choices.

**How Strict Should OSHA Standards Be?** Consider a labor market, like that mentioned previously for asbestos workers, in which ignorance or worker immobility hinders labor market operation. Let us also suppose that the government becomes aware of the health hazard involved and wishes to set a standard regulating worker exposure to this hazard. How stringent should this standard be?

The crux of the problem in standard-setting is that reducing hazards is costly; the greater the reduction, the more it costs. While businesses bear these costs initially, they ultimately respond to them by cutting costs elsewhere and raising prices (to the extent that cutting costs is not possible). Since labor costs constitute the largest cost category for most businesses, it is natural for firms facing large government-mandated hazard reduction costs to hold the line on wage increases or to adopt policies that are the equivalent of reducing wages: speeding up production, being less lenient with absenteeism, reducing employee benefits, and so forth. It is also likely, particularly in view of any price increases (which, of course, tend to reduce product demand), that employment will be cut back. Some of the job loss will be in the form of permanent layoffs that force workers to find other jobs—jobs they presumably could have had before the layoff but chose not to accept. Some of the loss will be in the form of cutting down on hiring new employees who would have regarded the jobs as their best employment option.

Thus, whether in the form of smaller wage increases, more difficult working conditions, or inability to obtain or retain one’s first choice in a job, the costs of compliance with health standards will fall on employees. A graphic example can be used to make an educated guess about whether worker utility will be
enhanced or not as a result of the increased protection from risk mandated by an OSHA health standard.

Figure 8.8 depicts a worker who believes she has taken a low-risk job when in fact she is exposing herself to a hazard that has a relatively high probability of damaging her health in 20 years. She receives a wage of $W_1$ and believes she is at point $J$, where the risk level is $R_1$ and the utility level is $U_1$. Instead, she is in fact at point $K$, receiving $W_1$ for accepting (unknowingly) risk level $R_2$; she would thus experience lower utility (indifference curve $U_0$) if she knew the extent of the risk she was taking.

Suppose now that the government discovers that her job is highly hazardous. The government could simply inform the affected workers and let them move to other work. However, if it has little confidence in the ability of workers to understand the information or to find other work, the government could pass a standard that limits employee exposure to this hazard. But what level of protection should this standard offer?

If OSHA forced the risk level down to $R'$, the best wage offer the worker in our example could obtain is $W'$ (at point $D$ on the offer curve). Point $D$, however, lies on indifference curve $U'$, which represents a lower level of utility than she is in fact getting now ($U_0$). She would be worse off with the standard. On the other hand, if the government forced risk levels down to a level between $R_0$ and $R_2$, she would be better off because she would be able to reach an indifference curve above $U_0$ (within the shaded area of Figure 8.8). To better understand this last point, we will briefly explain the concepts underlying benefit-cost analysis, the technique economists recommend for estimating which government mandates will improve social welfare.

**Benefit-Cost Analysis** The purpose of benefit-cost analysis in the labor market is to weigh the likely costs of a government regulation against the value that
workers place on its expected benefits (as measured by what workers would be willing to pay for these benefits). In the terms of Figure 8.8, the per-worker costs of achieving reduced risk under the OSHA standard are reflected along the offer curve, which indicates the wage cuts that firms would have to make to keep profits constant. For example, if OSHA mandated that risk levels fall from $R_2$ to $R_1$, employer costs would require that wage offers fall to $W''$. The per-worker cost of this standard would therefore be $(W_1 - W'')$.

Conceptually, the benefits of the OSHA standard can be measured by the wage reductions that workers would be willing to take if they could get the reduced risk. In Figure 8.8, the worker depicted would be willing to take a wage as low as $W^*$ if risk is cut to $R_1$, because at that wage and risk level, her utility is the same as it is now (recall she is actually at point $K$ on curve $U_0$). Thus, the most she would be willing to pay for this risk reduction is $(W_1 - W^*)$. If wages were forced below $W^*$, she would be worse off (on a lower indifference curve), and if wages were above $W^*$, she would be better off than she is now.

In the example graphed by Figure 8.8, a mandated risk level of $R_1$ would produce benefits that outweigh costs. That is, the amount that workers would be willing to pay $(W_1 - W^*)$ would exceed the costs $(W_1 - W)$. If employers could get the wage down to $W^*$, they would be more profitable than they are now, and workers would have unchanged utility. If the wage were $W''$, workers would be better off and employers would have unchanged profits, while a wage between $W^*$ and $W''$ would make both parties better off. All these possible options would be Pareto-improving (at least one party would be better off and neither would be worse off).

In Figure 8.8, mandated risk levels between $R_0$ and $R_2$ would produce benefits greater than costs. These risk levels could be accompanied by wage rates that place the parties in the shaded zone, which illustrates all the Pareto-improving possibilities. Risk levels below $R_0$ would impose costs on society that would be greater than the benefits.

Moving away from textbook graphs, how can we estimate, in a practical way, the wage reductions workers would be willing to bear in exchange for a reduction in risk? The answer lies in estimating compensating wage differentials in markets that appear to work. Suppose that workers are estimated to accept wage cuts of $700 per year for reductions in the yearly death rate of 1 in 10,000—which is an amount consistent with the most recent analyses of compensating wage differentials. If so, workers apparently believe that, other things equal, they receive about $700 in benefits when the risk of death is reduced by this amount. While estimated values of this willingness to pay are no doubt imprecise,

\[^{16}\text{Viscusi and Aldy, “The Value of a Statistical Life,” 18. For an analysis of difficulties in measuring willingness to pay for risk reduction, see Orley Ashenfelter, “Measuring the Value of a Statistical Life: Problems and Prospects,” \textit{Economic Journal} 118 (March 2006): C10–C23. Ashenfelter’s study of drivers’ willingness to trade speed for additional risk concludes that the $700 estimate used here is in the range of reasonable estimates but may be somewhat high.}\]
analyzing compensating wage differentials is probably the best way to make an educated guess about what values workers attach to risk reduction.

Even if the estimates of what workers are willing to pay for reduced risk are crude and subject to a degree of error, they can still be used to assess the wisdom of government regulations. If we believe workers are willing to pay in the neighborhood of $700 per year to obtain a 1-in-10,000 reduction in the yearly risk of being killed on the job, then safety or health standards imposed by the government that cost far more than that should be reconsidered. For example, in the 1980s, OSHA adopted three regulations whose per-worker costs for a 1-in-10,000 reduction in fatal risk ranged between $8,000 and $78,000,000! Even if we think our willingness-to-pay estimate of $700 is half (or a quarter) of the true willingness to pay for risk reduction, these safety and health standards appear to have mandated a level of risk reduction that reduced workers’ utility, not enhanced it.

Hedonic Wage Theory and Employee Benefits

In Table 5.3, we saw that employee benefits are roughly 30 percent of total compensation for the typical worker. Over half of such benefits relate to pensions and medical insurance, both of which have grown in importance over the past 30 years and have attracted the attention of policymakers. In this section, we use hedonic theory to analyze the labor market effects of employee benefits.

Employee Preferences

The distinguishing feature of most employee benefits is that they compensate workers in a form other than currently spendable cash. In general, there are two broad categories of such benefits. First are payments in kind—that is, compensation in the form of such commodities as employer-provided insurance or paid vacation time. The second general type of employee benefit is deferred compensation, which is compensation that is earned now but will be paid in the form of money later on. Employer contributions to employee pension plans make up the largest proportion of these benefits.


18A woman earning $15,000 per year for 2,000 hours of work can have her hourly wage increased from $7.50 to $8 by either a straightforward increase in current money payments or a reduction in her working hours to 1,875, with no reduction in yearly earnings. If she receives her raise in the form of paid vacation time, she is in fact being paid in the form of a commodity: leisure time.
Payments in Kind  It is a well-established tenet of economic theory that, other things equal, people would rather receive $X in cash than a commodity that costs $X. The reason is simple. With $X in cash, the person can choose to buy the particular commodity or choose instead to buy a variety of other things. Cash is thus the form of payment that gives the recipient the most discretion and the most options in maximizing utility.

As might be suspected, however, “other things” are not equal. Specifically, such in-kind payments as employer-provided health insurance offer employees a sizable tax advantage because, for the most part, they are not taxable under current income tax regulations. The absence of a tax on important in-kind payments is a factor that tends to offset their restrictive nature. A worker may prefer $1,000 in cash to $1,000 in some in-kind payment, but if his or her income tax and payroll-tax rates total 25 percent, the comparison is really between $750 in cash and $1,000 in the in-kind benefit.

Deferred Compensation  Like payments in kind, deferred compensation schemes are restrictive but enjoy a tax advantage over current cash payments. In the case of pensions, for example, employers currently contribute to a pension fund, but employees do not obtain access to this fund until they retire. However, neither the pension fund contributions made on behalf of employees by employers nor the interest that compounds when these funds are invested is subject to the personal income tax. Only when the retirement benefits are received does the ex-worker pay taxes.

Indifference Curves  Two opposing forces are therefore at work in shaping workers’ preferences for employee benefits. On the one hand, these benefits are accorded special tax treatment, a feature of no small significance when one considers that income and Social Security taxes come to well over 20 percent for most workers. On the other hand, benefits involve a loss of discretionary control over one’s total compensation. The result is that if we graph worker preferences regarding cash compensation (the wage rate) and employee benefits, we would come up with indifference curves generally shaped like the one shown in Figure 8.9. When cash earnings are relatively high and employee benefits are small (point J), workers are willing to give up a lot in terms of cash earnings to obtain the tax advantages of employee benefits. However, once compensation is heavily weighted toward such benefits (point K), further increases in benefits reduce discretionary earnings so much that the tax advantages seem small; at point K, then, the indifference curve is flatter. Hence, indifference curves depicting preferences between cash earnings and employee benefits are shaped like those in chapters 6 and 7.\(^\text{19}\)

\(^{19}\)As noted in footnote 12, the indifference curves in the prior section were upward-sloping because a “bad,” not a “good,” was on the horizontal axis.
Employer Preferences

Employers also have choices to make in the mix of cash compensation and employee benefits offered to their workers. Their preferences about this mix can be graphically summarized through the use of isoprofit curves.

Isoprofit Curves With a Unitary Slope  The best place to start our analysis of the trade-offs employers are willing to offer workers between cash compensation and employee benefits is to assume they are totally indifferent about whether to spend $X on wages or $X on benefits. Both options cost the same, so why would they prefer one option to the other?

If firms were indifferent about the mix of cash and benefits paid to workers, their only concern would be with the level of compensation. If the market requires $X in total compensation to attract workers to a particular job, firms would be willing to pay $X in wages, $X in benefits, or adopt a mix of the two totaling $X in cost. These equally attractive options are summarized along the zero-profit isoprofit curve shown in Figure 8.10. Note that this curve is drawn with a slope of −1, indicating that to keep profits constant, every extra dollar the firm puts into the direct cost of employee benefits must be matched by payroll reductions of a dollar.

Isoprofit Curves with a Flatter Slope  The trade-offs that employers are willing to make between wages and employee benefits are not always one-for-one. Some benefits produce tax savings to employers when compared to paying workers in cash. For example, Social Security taxes that employers must pay are levied on their cash payroll, not on their employee benefits, so compensating

---

**Figure 8.9**

An Indifference Curve between Wages and Employee Benefits

![Image of indifference curve between wages and employee benefits](image-url)
workers with in-kind or deferred benefits instead of an equal amount of cash reduces their tax liabilities.

Moreover, offering benefits that are more valued by one group of prospective workers than another can be a clever way to save on the costs of screening applicants. The key here is to offer benefits that will attract applicants with certain characteristics the firm is searching for and will discourage applications from others. For example, deferred compensation will generally be more attractive to workers who are more future-oriented, and offering tuition assistance will be attractive only to those who place a value on continued education. Applicants who are present-oriented or do not expect to continue their schooling will be discouraged from even applying, thus saving employers who offer these two benefits (instead of paying higher wages) the costs of screening applicants they would not hire anyway.

When employee benefits have tax or other advantages to the firm, the iso-profit curve is flattened (see curve A in Figure 8.11). This flatter curve indicates that benefits nominally costing $300, say, might save enough in other ways that only a $280 decrease in wages would be needed to keep profits constant.

**Isoprofit Curves With a Steeper Slope** Employee benefits can also increase employer costs in other areas and thus end up being more expensive than paying in cash. The value of life and health insurance provided by employers, for example, is typically unaffected by the hours of work (as long as employees are considered “full time”). Increasing insurance benefits rather than wage rates, then, will produce an *income effect* without a corresponding increase in the price of leisure.
Increasing compensation in this way will push workers in the direction of reduced work hours, possibly through greater levels of absenteeism.\(^{20}\) If employee benefits increase costs in other areas, the isoprofit curve will steepen (see curve \(B\) in Figure 8.11)—indicating that to keep profits constant, wages would have to drop by more than $300 if benefits nominally costing $300 are offered.

**The Joint Determination of Wages and Benefits**

The offer curve in a particular labor market can be obtained by connecting the relevant portions of each firm’s zero-profit isoprofit curve. When all firms have isoprofit curves with a slope of \(-1\), the offer curve is a straight line with a negative and unitary slope. One such offer curve is illustrated in Figure 8.12, and the only difference between this curve and the zero-profit isoprofit curve in Figure 8.10 is that the latter traced out hypothetical offers one firm could make, while this one traces out the actual offers made by all firms in this labor market. Of course, if firms have isoprofit curves whose slopes are different from \(-1\), the offer curve will not look exactly like that depicted in Figure 8.12. Whatever its shape or the absolute value of its slope at any point, it will slope downward.

Employees, then, face a set of wage and employee-benefit offers that imply the necessity for making trade-offs. Those employees (like worker \(Y\) in Figure 8.12) who attach relatively great importance to the availability of currently spendable

Hedonic Wage Theory and Employee Benefits

Cash will choose to accept offers in which total compensation is largely in the form of wages. Employees who may be less worried about current cash income but more interested in the tax advantages of benefits will accept offers in which employee benefits form a higher proportion of total compensation (see the curve for worker Z in Figure 8.12). Thus, employers will tailor their compensation packages to suit the preferences of the workers they are trying to attract. If their employees tend to be young or poor, for example, their compensation packages may be heavily weighted toward wages and include relatively little in the way of pensions and insurance. Alternatively, if they are trying to attract people in an area where family incomes are high and hence employee benefits offer relatively large tax savings, firms may offer packages in which benefits constitute a large proportion of the total.

Figure 8.12 shows that workers receiving more generous benefits pay for them by receiving lower wages, other things being equal. Furthermore, if employer isoprofit curves have a unitary slope, a benefit that costs the employer $1 to provide will cost workers $1 in wages. In other words, economic theory suggests that workers pay for their own benefits.

Actually observing the trade-off between wages and employee benefits is not easy. Because firms that pay high wages usually also offer very good benefit packages, it often appears to the casual observer that wages and employee benefits are positively related. Casual observation in this case is misleading, however, because it does not allow for the influences of other factors, such as the demands of the job and the quality of workers involved, that influence total compensation. The other factors are most conveniently controlled for statistically, and the few
How Risky Are Estimates of Compensating Wage Differentials for Risk? The “Errors in Variables” Problem

Estimating the compensating wage differentials associated with the risk of fatal injury in the workplace requires the researcher to collect, for a sample of individuals, data on their wages and a variety of non-risk factors that affect these wages (including an indication of their occupation and industry). Measures of the risk of being killed at work are usually obtained from government reports, which tabulate this risk by occupation or industry; risks are then matched to each individual according to the occupation or industry indicated. The objective, of course, is to estimate (using multivariate regression techniques) the effect of risk on wages, after controlling for all other variables that affect wages. How confident can we be in the results obtained?

The two major sources of workplace-death statistics in the United States are the Bureau of Labor Statistics (BLS) and the National Institute for Occupational Safety and Health (NIOSH), but neither source is problem-free. BLS surveys employers about workplace injuries (including fatal injuries), while NIOSH collects its fatality data from an examination of death certificates. It is often difficult, however, to judge how a fatality should be recorded. For example, roughly 25 percent of American fatalities at work occur in highway accidents, and another 12 percent result from homicides. Thus, it is not surprising that the two sources do not agree exactly on whether a fatality was work-related; in 1995, for example, BLS data placed the number of workplace fatalities at 6,275, while NIOSH counted 5,314.

A second problem in calculating risk faced by individual workers arises from the happy fact that being killed at work is a relatively rare event (roughly, 4 per 100,000 workers each year). Suppose, for example, we wanted to calculate risks for the 500 detailed occupational categories used by the U.S. Census within each of 200 narrowly defined industries. This would require 100,000 occupation-by-industry cells, and with roughly 5,500 deaths each year, most cells would show up as having zero risk. For this reason, fatal injury risk is reported at rather aggregated levels—either by industry or by occupation but not by both together.

BLS reports risks at the national level for industries or occupations, but only for cells that have at least five deaths. Thus, industries or occupations with relatively small numbers of workers or low levels of risk are not represented in their data. NIOSH reports risk measures by state but only for highly aggregated industries and occupations (about 20 of each). Matching risk levels to workers at aggregated levels forces us to assume that all workers in the relevant occupation or industry face the same risk. For example, using NIOSH data for
occupations assumes that within each state, police officers and dental assistants face the same risk (both are lumped together in the NIOSH sample as “service workers”). Alternatively, using BLS industry data forces us to assume that bookkeepers and lumberjacks in the logging industry (a narrowly defined industry in the BLS data) face identical risk.

Clearly, then, there are errors in attributing occupational or industry risk levels to individuals. Regression techniques assume that the dependent variable (in this case, the wage rate) is measured with error, but it assumes that the independent variables, such as risk of death, are not. When there is an “errors in variables” problem with a particular independent variable, the estimated effect of that variable on the dependent variable is biased toward zero—which, of course, reduces our confidence in the results.

One study, for example, compared the different compensating wage differentials estimated by using four alternative risk measures: BLS risk by industry, BLS risk reported by occupation, NIOSH data by industry, and NIOSH data by occupation. In three of the four estimates, compensating differentials for added risk were significantly positive (as expected), although they varied in size—with the largest being over twice the size of the smallest. The fourth estimated wage differential was negative and therefore contrary to the predictions of theory.

Another study compared estimates of compensating wage differentials using injury-risk data at the industry level (as done in the studies above) with estimates using risk data at the employer level. While one might expect that data at the employer level would be a more accurate characterization of risk facing an individual worker, it is also possible that—especially with smaller firms—injuries are so relatively rare that firm-level data for any given year are not an accurate depiction of long-run risk facing the employee. Indeed, this study found that the estimated compensating wage differentials for added risk were smaller (but still positive) using firm-level data!


statistical studies on this subject tend to support the prediction of a negative relationship between wages and benefits. The policy consequences of a negative wage/benefits trade-off are enormously important, because government legislation designed to impose or improve employee benefits might well be paid for by workers in the form of lower future wage increases.

1. Building the oil pipeline across Alaska required the use of many construction workers recruited from the continental United States who lived in dormitories and worked in an inhospitable climate. Discuss the creation of a compensating wage differential for these jobs using ordinary supply and demand concepts.

2. Statement 1: “Business executives are greedy profit-maximizers, caring only for themselves.” Statement 2: “It has been established that workers doing filthy, dangerous work receive higher wages, other things equal.” Can both of these statements be generally true? Why?

3. “There are three methods of allocating labor across a spectrum of jobs that may differ substantially in working conditions. One is the use of force, one is the use of trickery, and one is the use of compensating wage differentials.” Comment.

4. A recent article stated, “Workers in low-wage jobs lack the basic security, the health benefits, and the flexibility in their work lives that most American workers take for granted.” Assuming this statement is true, do these facts contradict the theory of compensating wage differentials? Explain.

5. Is the following true, false, or uncertain? “Certain occupations, such as coal mining, are inherently dangerous to workers’ health and safety. Therefore, unambiguously, the most appropriate government policy is the establishment and enforcement of rigid safety and health standards.” Explain your answer.

6. Suppose Congress were to mandate that all employers had to offer their employees a life insurance policy worth at least $50,000 in the event of death. Use economic theory, both positively and normatively, to analyze the effects of this mandate on employee well-being.

7. The U.S. government passed a law in 1942 that prohibited garment-makers from employing independent contractors working out of their homes. The reason was that those working at home made less money, and policymakers believed they were being exploited. Comment on the assertion that the difference in pay between factory workers and home workers doing the same tasks constitutes a measure of exploitation.

8. “The concept of compensating wage premiums for dangerous work does not apply to industries like the coal industry, where the union has forced all wages and other compensation items to be the same. Because all mines must pay the same wage, compensating differentials cannot exist.” Is this statement correct? (Assume wages and other forms of pay must be equal for dangerous and nondangerous mines, and consider the implications for individual labor supply behavior.)

9. In 1991, Germany proposed that the European Union countries collectively agree that no one be allowed to work on Sundays (exceptions could be made for Muslims, Jews, and other religious groups celebrating the Sabbath on a day other than Sunday). Use economic theory both positively and normatively to assess, as completely as you can, the effects of prohibiting work on Sundays.

10. In 2005, a federal court authorized United Airlines (UAL) to terminate its pension plan. The government will take over pension payments to retired UAL employees, but this action means that pension benefits will be less than promised by UAL to both its current retirees and current workers. What future labor market effects would you expect to occur from this sudden and unexpected reduction of pension benefits?
1. A researcher estimates the following wage equation for underwater construction workers: \( W_i = 10 + .5D \), where \( W \) = the wage in dollars per hour and \( D \) = the depth underwater at which workers work, in meters. Based on this information, draw the offer curve and possible indifference curves for workers A and B: A works at a depth of 3 meters, and B works at 5 meters. At their current wages and depths, what is the trade-off (keeping utility constant) between hourly wages and a 1-meter change in depth that each worker is willing to make? Which worker has a greater willingness to pay for reduced depth at 3 meters of depth?

2. Consider the conditions of work in perfume factories. In New York perfume factories, workers dislike the smell of perfume, while in California plants, workers appreciate the smell of perfume, provided that the level does not climb above \( S^* \). (If it rises above \( S^* \), they start to dislike it.) Suppose that there is no cost for firms to reduce or eliminate the smell of perfume in perfume factories, and assume that the workers have an alternative wage, \( W^* \).

Draw a diagram using isoprofit and indifference curves that depicts the situation. (The New York and California isoprofit curves are the same, but their indifference curves differ.) What level of perfume smell is there in the New York factories? In the California factories? Is there a wage differential between the California and New York workers?

3. (Appendix). Thomas’s utility function is \( U = \sqrt{Y} \), where \( Y \) = annual income. He has two job offers. One is in an industry in which there are no layoffs and the annual pay is $40,000. In the other industry, there is uncertainty about layoffs. Half the years are bad years, and layoffs push Thomas’s annual pay down to $22,500. The other years are good years. How much must Thomas earn in the good years in this job to compensate him for the high risk of layoffs?

4. The following two figures represent the labor market for two industries that require workers with the same skills and experience; however, Industry B is characterized by much noisier working conditions than Industry A. What is the compensating wage differential between the two industries?

5. Sheldon is indifferent between a combination of 2% risk of injury and a wage rate of $15 per hour and a combination of 3% risk of injury and a wage rate of $18 per hour. Shelby is indifferent between a combination of 2% risk of injury and a wage rate of $16 per hour and a combination of 3% risk of injury and a wage rate of $18 per hour.

a. Who has a stronger aversion toward risk?
b. Consider a market “offer curve” that is concave (from below). Where along this curve is Sheldon’s utility likely to be maximized? Compare this to where Shelby is likely to maximize utility. Explain.

6. The demand for labor in Occupation A is \( L_D = 20 - W \), where \( L_D \) = number of workers demanded for that occupation, in thousands. The supply of labor for Occupation A is \( L_A = -1.25 + .5W \). For Occupation B, the demand for labor is similar, but the supply of labor is \( L_B = -.5 + .6W \), which is indicative of a more pleasant environment associated with that occupation in comparison with Occupation A. What is the compensating wage differential between the two occupations?

The zero-profit isoprofit curve for Company ABC is \( W = 4 + .5R \), where \( W \) = the wage rate that the firm will offer at particular risk levels, \( R \), keeping profits at zero. The zero-profit isoprofit curve for Company XY is \( W = 3 + .75R \).

a. Draw the zero-profit isoprofit curves for each firm. What assumption about marginal returns to safety expenditures underlies a linear isoprofit curve?

b. At what risk level will the firms offer the same wage?

c. At low-risk levels, which firm will be preferred by workers? At high-risk levels, which firm will be preferred by workers? Explain.

### Selected Readings


Compensating Wage Differentials and Layoffs

As mentioned in the chapter text, one of the circumstances identified by Adam Smith under which compensating wage differentials would arise relates to the “constancy or inconstancy of employment.” While there is evidence, as we shall see, to support this prediction, the relationship of wages to layoff probabilities is by no means as simple as Smith thought. In particular, there are three issues relevant to the analysis, all of which we shall discuss briefly.1

Unconstrained Choice of Work Hours

Suppose that in the spirit of chapters 6 and 7, employees are free to choose their hours of work in a labor market that offers an infinite choice of work hours. Given the wage a particular worker can command and his or her nonwage income, the utility-maximizing choice of working hours would be selected. For the person depicted in Figure 8A.1, the utility-maximizing choice of work hours is $H^*$, given his or her offered wage rate ($W^*$) and level of nonwage income (assumed here to be zero).

If $H^*$ is thought of in terms of yearly work hours, it is easy to understand that a worker may prefer a job involving layoff! Suppose $H^*$ is 1,500 hours per year, or essentially three-quarters of the typical “full-time” job of 2,000 hours. One could work 6 hours a day, 5 days a week, for 50 weeks a year, or one could work 8 hours a day, 5 days a week, for 9 months and agree to be laid off for 3 months. Which alternative holds more appeal to any given individual depends on his or her preferences with respect to large blocks of leisure or household time, but it is clear that many people value such large blocks. Teachers, for example, typically work full-time during a nine-month school year, and then some of them vacation during the summer. Many other jobs, from the construction trades to work in canning factories, involve predictable

seasonal layoffs, and workers in these jobs may have chosen them because they value the leisure or household production time accompanying the layoffs.

Putting the point differently, the theory of compensating wage differentials suggests they will be positive only when a job characteristic is regarded as bad by the marginal worker. Predictable blocks of leisure or household time accompanying seasonal layoffs may not be regarded as bad by the marginal worker. In fact, workers in some markets may see layoffs as a mechanism through which they can best achieve their desired yearly hours of work.

**Constrained Hours of Work**

Suppose that the worker depicted in Figure 8A.1 is offered a choice between a job offering wage $W^*$ and hours $H^*$ and one offering fewer hours than desired because of a predictable layoff each year that reduces hours of work to $H'$. Clearly, if the wage for the latter job remains at $W^*$, the worker’s utility will be reduced by taking the job offering $H'$ hours because he or she will be on an indifference curve passing through point $A$. The job offering $W^*$ and $H^*$ is thus clearly preferred.

However, suppose that $H'$ is offered at a wage of $W'$, where $W'$ exceeds $W^*$ by enough so that point $B$ can be reached. Point $B$, where the wage is $W'$ and hours of work are $H'$, is on the same indifference curve as point $C$ (the utility-maximizing
point when \( W^* \) is the offered wage). Point \( B \) is not a point of utility maximization at a wage offer of \( W' \), but if the worker is offered an unconstrained choice of hours at wage rate \( W^* \), or a wage of \( W' \) where working hours are constrained to equal \( H' \), he or she would be indifferent between the two job offers.\(^2\)

In the above example, \((W' - W^*)\) is the compensating wage differential that would have to arise for the worker to consider a job where hours of work were constrained to lie below those otherwise desired. Many people view layoffs as an event that prevents workers from working the number of hours they would otherwise desire to work. If this is the case, and if these layoffs are predictable and known with certainty, such as layoffs accompanying model changeovers in the auto industry, then compensating wage differentials associated with the predictable, certain layoff rate would arise in a well-functioning labor market (that is, one where workers are informed and mobile).\(^3\)

### The Effects of Uncertain Layoffs

In the above section, we assumed that layoffs were predictable and known with certainty. In most cases, however, they are not. While we might expect layoff rates to be higher in some industries than in others, they are in fact often subject to considerable random fluctuation within industries over the years. This uncertainty of layoffs is itself another aspect of affected jobs that is usually thought to be a negative feature and for which a compensating wage differential might arise.

Suppose that utility is measurable and is a function only of income, so that it can be graphed against income \((Y)\), as in Figure 8A.2.\(^4\) Suppose also that the person depicted is offered a job for which a wage of \( W' \) and yearly hours of \( H' \) are known with certainty. The utility associated with these \( H' \) hours, \( U(H') \), is a function of his or her income at \( H' \) hours of work: \( W'H' \) (again assuming no nonwage income).

Now, suppose there is another job paying \( W' \) in which the average hours of work per year are \( H' \), but half of the time \( H_h \) is worked, and half of the time \( H_l \) is worked. Although we have assumed that \( 0.5 \times H_h + 0.5 \times H_l = H' \), so that over the years the person averages \( H' \) hours of work, it turns out that with the concave utility function we have drawn, the person’s average utility is below \( U(H') \). To understand this, we must look closely at Figure 8A.2.

---

\(^2\)Point \( B \) is not a point of tangency; that is, at a wage of \( W' \), the worker depicted in Figure 8A.1 would prefer to work more than \( H' \) hours if he or she were free to choose work hours. We have assumed in the discussion that the choice is constrained so that hours cannot exceed \( H' \).

\(^3\)A similar argument can be used to predict that workers will receive compensating wage differentials if they are forced to work longer hours than they would otherwise prefer. For the argument and evidence in support of it, see Ronald G. Ehrenberg and Paul L. Schumann, “Compensating Wage Differentials for Mandatory Overtime,” Economic Inquiry 22 (December 1984).

\(^4\)Although economists typically work with ordinal utility functions, which specify the relative ranking of alternatives without assigning each alternative a numerical value of utility, the analysis of choice under uncertainty requires the use of cardinal utility functions (ones in which each alternative is assigned a specific numerical value of utility).
When the person’s working hours are $H_{lh}$, which is half the time, he or she earns $W' H_{lh}$, and this income yields a utility of $U(H_{lh})$. Thus, half the time, the worker will be at point $C$ enjoying utility level $U(H_{lh})$. The other half of the time, however, the person will be working $H_l$ hours, earning $W' H_l$ in income, and be at point $A$ enjoying utility of $U(H_l)$. His or her average utility is thus $\bar{U}$, which is $\bar{U} = 0.5 U(H_{lh}) + 0.5 U(H_l)$. Note that $\bar{U}$, which is midway between $U(H_{lh})$ and $U(H_l)$ in our example, lies below $U(H')$—the utility derived from a job paying $W'$ and employing the person for $H'$ hours with certainty every year.

Why is $\bar{U} < U(H')$ even though $H'$ hours are worked on average in both cases? The answer lies in the concavity of the utility function, which economists define as exhibiting risk aversion. Moving from $Y(H')$ to $Y(H_l)$ covers the same absolute distance on the horizontal axis as moving from $Y(H')$ to $Y(H_l)$, but the changes in utility are not the same in magnitude. In particular, moving from $Y(H')$ to $Y(H_{lh})$ (points $B$ to $C$) in the good years adds less to utility than moving from $Y(H')$ to $Y(H_l)$ (points $B$ to $A$) in the bad years takes away. Put differently, the concavity of the total utility curve in Figure 8A.2 implies diminishing marginal utility of income. Thus, in the unlucky years, when hours are below $H'$, there is a relatively big drop in utility (as compared to the utility associated with $H'$ hours), while in the lucky years, the added income increases utility by a relatively small amount.

The upshot of this discussion is that when workers are averse to risk—that is, when their utility functions are concave so that they in essence place a larger value on negative changes from a given level of income than they do on positive changes of equal dollar magnitude—they would prefer a job paying $W'$ and offering $H'$ hours with certainty to one paying $W'$ and offering $H'$ hours only on average. Thus,
to compensate them for the loss in utility associated with \textit{risk aversion}, they would require a wage above $W'$ for the job offering $H'$ hours only on average.

\section*{The Observed Wage/Layoff Relationship}

The discussion above centered on worker preferences regarding layoffs. For compensating wage differentials to arise, of course, employers must be willing to pay them. That is, employers must profit from being able to lay off workers, and if we are to observe firms pursuing a high-wage/high-layoff strategy, their gains from layoff must exceed their costs of higher wages.

The discussion above also neglected unemployment insurance (UI) payments to laid-off workers. This topic is discussed in some detail in chapter 14. Here, we need note only that if UI payments fully compensate laid-off workers for their lost utility, compensating wage differentials will not arise. Compensating wage differentials will arise only if UI payments do not fully compensate laid-off workers.

One study that looked very carefully at the relationship between wages and layoffs suggests that the compensating wage differential for an average probability of layoff is around 4 percent of wages, with over 80 percent of this differential related to the aversion to risk associated with the variability (uncertainty) in layoff rates facing workers over time. Workers in the high-layoff industries of automobile manufacturing and construction received estimated compensating wage differentials ranging over the early 1970s from 6 percent to 14 percent and 6 percent to 11 percent, respectively.\footnote{These estimates are from the Abowd and Ashenfelter article in footnote 1 of this appendix. Similar evidence can be found in Elisabeth Magnani, “Product Market Volatility and the Adjustment of Earnings to Risk,” \textit{Industrial Relations} 41 (April 2002): 304–328. For those interested in how UI benefits affect wages, see David A. Anderson, “Compensating Wage Differentials and the Optimal Provision of Unemployment Insurance,” \textit{Southern Economic Journal} 60 (January 1994): 644–656.} A study of farm workers around 1990 found that those who risked unemployment by working seasonally were paid from 9 percent to 12 percent more per hour than those who held permanent jobs in farming.\footnote{Enrico Moretti, “Do Wages Compensate for Risk of Unemployment? Parametric and Semiparametric Evidence from Seasonal Jobs,” \textit{Journal of Risk and Uncertainty} 20 (January 2000): 45–66.}
Many labor supply choices require a substantial initial investment on the part of the worker. Recall that investments, by definition, entail an initial cost that one hopes to recoup over some period of time. Thus, for many labor supply decisions, current wages and working conditions are not the only deciding factors. Modeling these decisions requires developing a framework that incorporates investment behavior and a lifetime perspective.

Workers undertake three major kinds of labor market investments: education and training, migration, and search for new jobs. All three investments involve an initial cost, and all three are made in the hope and expectation that the investment will pay off well into the future. To emphasize the essential similarity of these investments to other kinds of investments, economists refer to them as investments in human capital, a term that conceptualizes workers as embodying a set of skills that can be “rented out” to employers. The knowledge and skills a worker has—which come from education and training, including the learning that experience yields—generate a certain stock of productive capital. The value of this productive capital is derived from how much these skills can earn in the labor market. Job search and migration are activities that increase the value of one’s human capital by increasing the price (wage) received for a given stock of skills.
Investments in Human Capital: Education and Training

Society’s total wealth is a combination of human and nonhuman capital. Human capital includes accumulated investments in such activities as education, job training, and migration, whereas nonhuman capital includes society’s stock of natural resources, buildings, and machinery. Total per capita wealth in the United States, for example, was estimated to be $326,000 in 1994, 76 percent of which was in the form of human capital.¹ (Example 9.1 illustrates the overall importance of human capital in another way.)

Investment in the knowledge and skills of workers takes place in three stages. First, in early childhood, the acquisition of human capital is largely determined by the decisions of others. Parental resources and guidance, plus our cultural environment and early schooling experiences, help to influence basic language and mathematical skills, attitudes toward learning, and general health.

and life expectancy (which themselves affect the ability to work). Second, teenagers and young adults go through a stage in which they acquire knowledge and skills as full-time students in a high school, college, or vocational training program. Finally, after entering the labor market, workers’ additions to their human capital generally take place on a part-time basis, through on-the-job training, night school, or participation in relatively short, formal training programs. In this chapter, we focus on the latter two stages.

One of the challenges of any behavioral theory is to explain why people faced with what appears to be the same environment make different choices. We will see in this chapter that individuals’ decisions about investing in human capital are affected by the ease and speed with which they learn, their aspirations and expectations about the future, and their access to financial resources.

**Human Capital Investments: The Basic Model**

Like any other investment, an investment in human capital entails costs that are borne in the near term with the expectation that benefits will accrue in the future. Generally speaking, we can divide the costs of adding to human capital into three categories:

1. *Out-of-pocket* or *direct* expenses, including tuition costs and expenditures on books and other supplies.
2. *Forgone earnings* that arise because during the investment period, it is usually impossible to work, at least not full-time.
3. *Psychic losses* that occur because learning is often difficult and tedious.

In the case of educational and training investments by workers, the expected returns are in the form of higher future earnings, increased job satisfaction over their lifetime, and a greater appreciation of nonmarket activities and interests. Even if we could quantify all the future benefits, summing them over the relevant years is not a straightforward procedure because of the delay involved in receiving these investment returns.

**The Concept of Present Value**

When an investment decision is made, the investor commits to a *current* outlay of expenses in return for a stream of expected *future* benefits. Investment returns are clearly subject to an element of risk (because no one can predict the future with certainty), but they are also *delayed* in the sense that they typically flow in over what may be a very long period. The investor needs to compare the value of the current investment outlays with the current value of expected returns but in so doing must take into account effects of the delay in returns. We explain how this is done.

Suppose a woman is offered $100 now or $100 in a year. Would she be equally attracted to these two alternatives? No, because if she received the money
Now, she could either spend (and enjoy) it now or she could invest the $100 and earn interest over the next year. If the interest rate were 5 percent, say, $100 now could grow into $105 in a year’s time. Thus, $100 received now is worth more than $100 to be received in a year.

With an interest rate of 5 percent, it would take an offer of $105 to be received in a year to match the value of getting $100 now. Because $100 now could be grown into $105 at the end of a year, these two offers have equivalent value. Another way of putting this equivalence is to say that with a 5 percent interest rate, the future value in a year ($B_1$) of $100 now is $105. This calculation can be shown algebraically by recognizing that after a year, the woman could have her principal ($B_0$) of $100 plus interest ($r = .05$) on that principal:

$$B_1 = B_0 + B_0(r) = B_0(1 + r) = 100(1.05) = 105 \quad (9.1)$$

We can also say that the present value ($B_0$) of $105 to be received in a year is (at a 5 percent interest rate) $100. Because $B_1 = B_0(1 + r)$, it is also true that

$$B_0 = \frac{B_1}{(1 + r)} = \frac{105}{1.05} = 100 \quad (9.2)$$

Thus, receiving $105 in one year is equivalent to receiving $100 in the present and investing it at 5 percent for one year. The procedure for taking a future value and transforming it into its present-value equivalent is called discounting. If the future return is only a year away, we discount (divide) it by the factor $(1 + r)$ to calculate its present-value equivalent.

What if the return is two years away? If we were to take a present sum of $B_0$ and invest it, after one year, it would equal $B_1 = B_0(1 + r)$. At the end of that first year, we could take our new asset ($B_1$) and invest it for another year at interest rate $r$. At the end of two years, then, we would have the sum $B_2$:

$$B_2 = B_1 + B_1(r) = B_1(1 + r) \quad (9.3)$$

Substituting equation (9.1) into equation (9.3) yields the following:

$$B_2 = B_0(1 + r) + B_0(1 + r)(r) = B_0(1 + r)(1 + r) = B_0(1 + r)^2 \quad (9.4)$$

(Equation 9.4 illustrates the law of compound interest, because in the second period, interest is earned on both the original principal and the interest earned in the first period.)

Now, if $B_2 = B_0(1 + r)^2$, it is also true that

$$B_0 = \frac{B_2}{(1 + r)^2} \quad (9.5)$$

To find the present value of a benefit to be received in two years, then, requires that we discount the future benefit by $(1 + r)^2$. If the benefit were to be received
in three years, we can use the logic underlying equations (9.3) and (9.4) to calculate that the discount factor would be \((1 + r)^3\). Benefits in four years would be discounted to their present values by dividing by \((1 + r)^4\), and so forth. Clearly, the discount factors rise exponentially, reflecting that current funds can earn compound interest if left invested at interest rate \(r\).

If a human capital investment yields returns of \(B_1\) in the first year, \(B_2\) in the second, and so forth for \(T\) years, the sum of these benefits has a present value that is calculated as follows:

\[
\text{Present Value} = \frac{B_1}{1 + r} + \frac{B_2}{(1 + r)^2} + \frac{B_3}{(1 + r)^3} + \cdots + \frac{B_T}{(1 + r)^T} \tag{9.6}
\]

where the interest rate (or discount rate) is \(r\). As long as \(r\) is positive, benefits in the future will be progressively discounted. For example, if \(r = 0.06\), benefits payable in 30 years would receive a weight that is only 17 percent of the weight placed on benefits payable immediately (\(1.06^{30} = 5.74; 1/5.74 = 0.17\)). The smaller \(r\) is, the greater the weight placed on future benefits; for example, if \(r = 0.02\), a benefit payable in 30 years would receive a weight that is 55 percent of the weight given to an immediate benefit.

**Modeling the Human Capital Investment Decision**

Our model of human capital investment assumes that people are utility maximizers and take a lifetime perspective when making choices about education and training. They are therefore assumed to compare the near-term investment costs (\(C\)) with the present value of expected future benefits when making a decision, say, about additional schooling. Investment in additional schooling is attractive if the present value of future benefits exceeds costs:

\[
\frac{B_1}{1 + r} + \frac{B_2}{(1 + r)^2} + \cdots + \frac{B_T}{(1 + r)^T} > C \tag{9.7}
\]

Utility maximization, of course, requires that people continue to make additional human capital investments as long as condition (9.7) is met and that they stop only when the benefits of additional investment are equal to or less than the additional costs.

There are two ways we can measure whether the criterion in equation (9.7) is met. Using the *present-value method*, we can specify a value for the discount rate, \(r\), and then determine how the present value of benefits compares to costs. Alternatively, we can adopt the *internal rate of return method*, which asks, “How large could the discount rate be and still render the investment profitable?” Clearly, if the benefits are so large that even a very high discount rate would render investment profitable, then the project is worthwhile. In practice, we calculate this
internal rate of return by setting the present value of benefits equal to costs, solving for $r$, and then comparing $r$ to the rate of return on other investments.

Some basic implications of the model embedded in expression (9.7) are illustrated graphically in Figure 9.1, which depicts human capital decisions in terms of marginal costs and marginal benefits (focus for now on the black lines in the figure). The marginal costs ($MC$) of each additional unit of human capital (the tuition, supplies, forgone earnings, and psychic costs of an additional year of schooling, say) are assumed to be constant. The present value of the marginal benefits ($MB$) is shown as declining, because each added year of schooling means fewer years over which benefits can be collected. The utility-maximizing amount of human capital ($HC^*$) for any individual is shown as that amount for which $MC = MB$.

Those who find learning to be especially arduous will implicitly attach a higher marginal psychic cost to acquiring human capital. As shown by the blue line, $MC'$, in Figure 9.1a, individuals with higher $MC$ will acquire lower levels of human capital (compare $HC'$ with $HC^*$). Similarly, those who expect smaller future benefits from additional human capital investments (the blue line, $MB'$, in Figure 9.1b) will acquire less human capital.

This straightforward theory yields some interesting insights about the behavior and earnings of workers. Many of these insights can be discovered by analyzing the decision confronting young adults about whether to invest full-time in college after leaving high school.
The Demand for a College Education

The demand for a college education, as measured by the percentage of graduating high school seniors who enroll in college, is surprisingly variable. For males, enrollment rates went from 55.2 percent in 1970, down to 46.7 percent in 1980, back to 58 percent in 1990, and reaching almost 66 percent by 2008. The comparable enrollment rates for women started lower, at 48.5 percent in 1970, rose slowly during the 1970s, and then have risen quickly thereafter, reaching 71.6 percent by 2008. Why have enrollment rates followed these patterns?

Weighing the Costs and Benefits of College

Clearly, people attend college when they believe they will be better off by so doing. For some, at least part of the benefits may be short term—they like the courses or the lifestyle of a student—and to this extent, college is at least partially a consumption good. The consumption benefits of college, however, are unlikely to change much over the course of a decade, so changes in college attendance rates over relatively short periods of time probably reflect changes in MC or benefits associated with the investment aspects of college attendance.

A person considering college has, in some broad sense, a choice between two streams of earnings over his or her lifetime. Stream A begins immediately but does not rise very high; it is the earnings stream of a high school graduate. Stream B (the college graduate) has a negative income for the first four years (owing to college tuition costs), followed by a period when the salary may be less than what the high school graduate makes, but then it takes off and rises above stream A. Both streams are illustrated in Figure 9.2. (Why these streams are differentially
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Curved will be discussed later in this chapter.) The streams shown in the figure are stylized so that we can emphasize some basic points. Actual earnings streams will be shown in Figures 9.3 and 9.4.

Obviously, the earnings of the college graduate would have to rise above those of the high school graduate to induce someone to invest in a college education (unless, of course, the consumption-related returns were large). The gross benefits—the difference in earnings between the two streams—must total much more than the costs because such returns are in the future and are therefore discounted. For example, suppose it costs $25,000 per year to obtain a four-year college education and the real interest rate (the nominal rate less the rate of inflation) is 2 percent. The after-tax returns—if they were the same each year—must be $3,652 in constant-dollar terms (that is, after taking away the effects of inflation) each year for 40 years in order to justify the investment on purely monetary grounds. These returns must be $3,652 because $100,000 invested at a 2 percent interest rate can provide a payment (of interest and principal) totaling $3,652 a year for 40 years.²

Predictions of the Theory

In deciding whether to attend college, no doubt few students make the very precise calculations suggested in expression (9.7). Nevertheless, if they make less formal estimates that take into account the same factors, we can make four predictions concerning the demand for college education:

1. Present-oriented people are less likely to go to college than forward-looking people (other things equal).
2. Most college students will be young.
3. College attendance will decrease if the costs of college rise (other things equal).
4. College attendance will increase if the gap between the earnings of college graduates and high school graduates widens (again, other things equal).

Present-Orientedness Although we all discount the future somewhat with respect to the present, psychologists use the term present-oriented to describe people who do not weight future events or outcomes very heavily. In terms of

²This calculation is made using the annuity formula:

\[ Y = X \cdot \frac{1 - [1/(1 + r)^n]}{r} \]

where \( Y \) = the total investment ($100,000 in our example), \( X \) = the yearly payment ($3,652), \( r \) = the rate of interest (0.02), and \( n \) = the number of years (40). In this example, we treat the costs of a college education as being incurred all in one year rather than being spread out over four, a simplification that does not alter the magnitude of required returns much at all.
expressions (9.6) and (9.7), a present-oriented person is one who uses a very high discount rate ($r$).

Suppose we were to calculate investment returns using the _present-value method_. If $r$ is large, the present value of benefits associated with college will be lower than if $r$ is smaller. Thus, a present-oriented person would impute smaller benefits to college attendance than one who is less present-oriented, and those who are present-oriented would be less likely to attend college. Using the _internal rate of return method_ for evaluating the soundness of a college education, we would arrive at the same result. If a college education earns an 8 percent rate of return, but the individuals in question are so present-oriented that they would insist on a 25 percent rate of return before investing, they would likewise decide not to attend.

The prediction that present-oriented people are less likely to attend college than forward-looking ones is difficult to substantiate because the rates of discount that people use in making investment decisions can rarely be quantified. However, the model does suggest that people who have a high propensity to invest in education will also engage in other forward-looking behavior. Certain medical statistics tend to support this prediction.

In the United States, there is a strong statistical correlation between education and health status. People with more years of schooling have lower mortality rates, fewer symptoms of disease (such as high blood pressure, high cholesterol levels, abnormal X-rays), and a greater tendency to report themselves to be in good health. This effect of education on health is independent of income, which appears to have no effect of its own on health status except at the lowest poverty levels. Is this correlation between education and health a result of better use of medical resources by the well-educated? It appears not. Better-educated people undergoing surgery choose the same doctors, enter the hospital at the same stage of disease, and have the same length of stay as less-educated people of equal income.

What _may_ cause this correlation is a more forward-looking attitude among those who have obtained more education. People with lower discount rates will be more likely to attend college, and they will also be more likely to adopt forward-looking habits of health. They may choose healthier diets, be more aware

---

3A study that inferred personal discount rates from the choices of separation-pay options made by military retirees found that those officers with graduate degrees had lower discount rates than officers without graduate degrees, and that college-educated officers had lower discount rates than enlisted personnel (who generally do not have college educations). See John T. Warner and Saul Pleeter, “The Personal Discount Rate: Evidence from Military Downsizing Programs,” _American Economic Review_ 91 (March 2001): 33–53.

of health risks, and make more use of preventive medicine. This explanation for the correlation between education and health is not the only plausible one, but it receives some direct support from American data on cigarette smoking.\(^5\) From 1966 to 1987, the proportion of male college graduates who smoked fell by 50 percent, while it was unchanged among male high school dropouts. It is unlikely that the less-educated group was uninformed of smoking dangers; it is more likely that they were less willing to give up a present source of pleasure for a distant benefit. Thus, we have at least some evidence that people who invest in education also engage in other forward-looking behavior.

**Age** Given similar yearly benefits of going to college, young people have a larger present value of total benefits than older workers simply because they have a longer remaining work life ahead of them. In terms of expression (9.7), \(T\) is greater for younger people than for older ones. We would therefore expect younger people to have a greater propensity than older people to obtain a college education or engage in other forms of training activity. This prediction is parallel to the predictions in chapter 5 about which workers employers will decide to invest in when they make decisions about hiring or specific training.

**Costs** A third prediction of our model is that human capital investments are more likely when costs are lower. The major monetary costs of college attendance are forgone earnings and the direct costs of tuition, books, and fees. (Food and lodging are not always opportunity costs of going to college because some of these costs would have to be incurred in any event.) Thus, if forgone earnings or tuition costs fall, other things equal, we would expect a rise in college enrollments.

Potential college students, however, vary in their access to the funds required to pay for tuition, books, and fees. Some obtain all or part of these funds from the generosity of others (their families or college scholarships), while others must bear the costs of taking out loans or generating their own funds through working. Put differently, there are wide differences in how costly it is to obtain the funds needed for college, and those who find it very costly or impossible to obtain such funds are said by economists to be “credit-constrained.” Subsidized, low-interest government loans to college students and publicly funded universities are two major ways in which society has tried to deal with credit constraints facing potential college students. Most studies find that relaxing these constraints (making borrowing easier or cheaper) increases college attendance and that the

\(^5\)It could be, for example, that healthy people, with longer life spans, are more likely to invest in human capital because they expect to experience a longer payback period. Alternatively, we could argue that the higher incomes of college graduates later in life mean they have more to lose from illness than do noncollege graduates. Data on smoking are from U.S. Department of Health and Human Services, Public Health Service, *Smoking Tobacco and Health*, DHHS publication no. (CDC)87-8397, October 1989, 5. For a study of smoking and wages, see Irina B. Grafova and Frank P. Stafford, “The Wage Effects of Personal Smoking History,” *Industrial and Labor Relations Review* 62 (April 2009): 381–393.
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The costs of college attendance are an additional reason older people are less likely to attend than younger ones. As workers age, their greater experience and maturity result in higher wages and therefore greater opportunity costs of college attendance. Interestingly, as suggested by Example 9.2, however, college attendance of male veterans with otherwise similar individuals. It finds that among high school graduates, World War II veterans completed an average of about 0.3 more years of college than did nonveterans and that they had a 6 percentage-point greater college completion rate. Similar estimates were obtained when comparing those eligible for war service and G.I. Bill subsidies with those born too late to serve in the war.

The conclusions of this study are that the responses of veterans to the G.I. Bill's subsidies were quite similar to the contemporary responses of students to changes in tuition costs. In both cases, a 10 percent reduction in the cost to students of attending college resulted in a 4 or 5 percent increase in college attendance and completion.


---

EXAMPLE 9.2

Did the G.I. Bill Increase Educational Attainment for Returning World War II Vets?

Veterans returning from service in World War II were eligible to receive unprecedented federal support through the G.I. Bill if they chose to attend college. Benefits under the G.I. Bill substantially subsidized the costs of a college education, covering the tuition charged by almost all private and public universities and providing monthly stipends ranging from roughly 50 percent to 70 percent of the median income in the United States at the time. After the war, many veterans enrolled in college—and total college enrollments jumped by more than 50 percent from their pre-war levels. Over 2.2 million veterans attended college under the bill, accounting for about 70 percent of the male student body at the peak of the bill's usage. Because of these effects, Senator Ralph Yarborough called the World War II G.I. Bill “one of the most beneficial, far-reaching programs ever instituted in American life.”

Did the G.I. Bill really have a big effect or did it merely subsidize returning veterans who would have gone to college anyway? A recent article helps to answer this question by comparing the college attendance of male veterans with otherwise similar individuals. It finds that among high school graduates, World War II veterans completed an average of about 0.3 more years of college than did nonveterans and that they had a 6 percentage-point greater college completion rate. Similar estimates were obtained when comparing those eligible for war service and G.I. Bill subsidies with those born too late to serve in the war.

The conclusions of this study are that the responses of veterans to the G.I. Bill's subsidies were quite similar to the contemporary responses of students to changes in tuition costs. In both cases, a 10 percent reduction in the cost to students of attending college resulted in a 4 or 5 percent increase in college attendance and completion.

---

For a recent study that refers to prior literature, see Katharine G. Abraham and Melissa A. Clark, “Financial Aid and Students' College Decisions: Evidence from the District of Columbia’s Tuition Assistance Grant Program,” *Journal of Human Resources* 41 (Summer 2006): 578–610. Articles directly measuring credit constraints include Stephen V. Cameron and Christopher Taber, “Estimation of Educational Borrowing Constraints Using Returns to Schooling,” *Journal of Political Economy* 112 (February 2004): 132–183; and Pedro Carneiro and James J. Heckman, “The Evidence on Credit Constraints in Post-Secondary Schooling,” *Economic Journal* 112 (October 2002): 705–734. The latter article analyzes reasons why family income and college attendance rates are positively correlated; it concludes that financial credit constraints are much less important in explaining this relationship than are the attitudes and skills children acquire from their parents.
by military veterans (who are older than the typical college student) has been responsive to the educational subsidies for which they are eligible.\textsuperscript{7}

In addition to the financial costs of a college investment, there are the psychic costs we mentioned earlier. Our theory predicts that students who have greater aptitudes for the kind of learning college demands are more likely to attend than those for whom learning is more difficult. In fact, there is mounting evidence that the acquisition of human capital is powerfully affected by family background: the parental investments and family environments that affect the ability to learn. If one regards family background as another form of constraint that can affect the cost of acquiring human capital, much more attention to publicly funded investments in \textit{early childhood} education and environments may be necessary to relax this constraint.\textsuperscript{8}

Beyond ability, however, economists have begun to recognize that “peer effects” can alter the psychic costs of attending school. If status with one’s peers is enhanced by studying hard and getting good grades, the costs of studying are reduced—while the opposite occurs if status is reduced by academic achievement.\textsuperscript{9}

In sum, there are several factors that cause the costs of college attendance to vary across individuals, and these factors help to explain why individuals facing the same general environment make different decisions about investing in human capital. We now turn to another set of forces that affect human capital decisions: the expected benefits associated with a human capital investment.

\section*{Earnings Differentials} The fourth prediction of human capital theory is that the demand for education is positively related to the increases in expected lifetime earnings that a college education allows; however, the expected benefits for any individual are rather uncertain.\textsuperscript{10} As a first approximation, however, it is reasonable


Table 9.1

<table>
<thead>
<tr>
<th>Year</th>
<th>College Enrollment Rates of New High School Graduates</th>
<th>Ratios of Mean Earnings of College to High School Graduates, Ages 25–34, Prior Yeara</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Male (%)</td>
<td>Female (%)</td>
</tr>
<tr>
<td>1970</td>
<td>55.2</td>
<td>48.5</td>
</tr>
<tr>
<td>1980</td>
<td>46.7</td>
<td>51.8</td>
</tr>
<tr>
<td>1990</td>
<td>58.0</td>
<td>62.2</td>
</tr>
<tr>
<td>2004</td>
<td>61.4</td>
<td>71.5</td>
</tr>
<tr>
<td>2008</td>
<td>65.9</td>
<td>71.6</td>
</tr>
</tbody>
</table>

aFor year-round, full-time workers. Data for the first two years are for personal income, not earnings; however, in the years for which both income and earnings are available, the ratios are essentially equal. Sources: U.S. Department of Education, Digest of Education Statistics 2008 (March 2010), Table 200; U.S. Bureau of the Census, Money Income of Families and Persons in the United States, Current Population Reports P-60, no. 66 (Table 41), no. 129 (Table 53), no. 174 (Table 29); U.S. Bureau of the Census, Detailed Person Income, CPS Annual Social and Economic Supplement: 2004, Tables PINC-03: 172, 298; and U.S. Census Bureau, Annual Social and Economic (ASEC) Supplement: 2008, Tables PINC-03: 172, 298 at the following Web site: http://www.census.gov/hhes/www/cpstables/032009/perinc/new03_000.htm.

to conjecture that the average returns received by recent college graduates have an important influence on students’ decisions.

Dramatic changes in the average monetary returns to a college education over the past three decades are at least partially, if not largely, responsible for the changes in college enrollment rates noted earlier. It can be seen from the first and third columns of Table 9.1, for example, that the decline in male enrollment rates during the 1970s was correlated with a decline in the college/high school earnings differential, while the higher enrollment rates after 1980 were associated with larger earnings differentials.

The second and fourth columns of Table 9.1 document changes in enrollment rates and earnings differentials for women. Unlike enrollment rates for men, those for women rose throughout the three decades; however, it is notable that they rose most after 1980, when the college/high school earnings differential rose most sharply. Why did enrollment rates among women increase in the 1970s when the earnings differential fell? It is quite plausible that despite the reduced earnings differential, the expected returns to education for women actually rose because of increases in their intended labor force attachment and hours of work outside the home (both of which increase the period over which the earnings differential will be received).11

It is important to recognize that human capital investments, like other investments, entail uncertainty. While it is helpful for individuals to know the average earnings differentials between college and high school graduates, they must also assess their own probabilities of success in specific fields requiring a college degree. If, for example, the average returns to college are rising, but there is a growing spread between the earnings of the most successful college graduates and the least successful ones, individuals who believe they are likely to be in the latter group may be deterred from making an investment in college. Recent studies have pointed to the importance of friends, ethnic affiliation, and neighborhoods in the human capital decisions of individuals, even after controlling for the effects of parental income or education. While these peer effects can affect educational decisions by affecting costs, as discussed earlier, it is also likely that the presence of role models helps to reduce the uncertainty that inevitably surrounds estimates of future success in specific areas.12

**Market Responses to Changes in College Attendance**

Like other market prices, the returns to college attendance are determined by the forces of both employer demand and employee supply. If more high school students decide to attend college when presented with higher returns to such an investment, market forces are put into play that will tend to lower these returns in the future. Increased numbers of college graduates put downward pressure on the wages observed in labor markets for these graduates, other things equal, while a fall in the number of high school graduates will tend to raise wages in markets for less-educated workers.

Thus, adding to uncertainties about expected payoffs to an investment in college is the fact that current returns may be an unreliable estimate of future returns. A high return now might motivate an individual to opt for college, but it will also cause many others to do likewise. An influx of college graduates in four years could put downward pressure on returns at that time, which reminds us that all investments—even human capital ones—involve outlays now and uncertain returns in the future. (For an analysis of how the labor market might respond when workers behave as if the returns observed currently will persist into the future, see Appendix 9A.)

The preceding section used human capital theory to analyze the decision to undertake a formal educational program (college) on a full-time basis. We now turn to an analysis of workers’ decisions to acquire training at work. The presence of on-the-job training is difficult for the economist to directly observe; much of it is informal and not publicly recorded. We can, however, use human capital theory and certain patterns in workers’ lifetime earnings to draw inferences about their demand for this type of training.

Figures 9.3 and 9.4 graph the 2008 earnings of men and women of various ages with different levels of education. These figures reveal four notable characteristics:

1. Average earnings of full-time workers rise with the level of education.
2. The most rapid increase in earnings occurs early, thus giving a concave shape to the age/earnings profiles of both men and women.
3. Age/earnings profiles tend to fan out, so that education-related earnings differences later in workers’ lives are greater than those early on.
4. The age/earnings profiles of men tend to be more concave and to fan out more than those for women.

Can human capital theory help explain the above empirical regularities?

**Average Earnings and Educational Level**

Our investment model of educational choice implies that earnings rise with the level of education, for if they did not, the incentives for students to invest in more education would disappear. It is thus not too surprising to see in Figures 9.3 and 9.4 that the average earnings of more-educated workers exceed those of less-educated workers.

Remember, however, that earnings are influenced by both wage rates and hours of work. Data on wage rates are probably most relevant when we look at the returns to an educational investment, because they indicate pay per unit of time at work. Wage data, however, are less widely available than earnings data. A crude, but readily available, way to control for working hours when using earnings data is to focus on full-time, year-round workers—which we do in Figures 9.3 and 9.4. More careful statistical analyses, however, which control for hours of work and factors other than education that can increase wage rates, come to the same conclusion suggested by Figures 9.3 and 9.4: namely, that more education is associated with higher pay.
Figure 9.3

Money Earnings (Mean) for Full-Time, Year-Round Male Workers, 2008

Source: See footnote 13.
On-the-Job Training and the Concavity of Age/Earnings Profiles

The age/earnings profiles in Figures 9.3 and 9.4 typically rise steeply early on, then tend to flatten. While in chapters 10 and 11 we will encounter other potential

---

explanations for why earnings rise in this way with age, human capital theory explains the concavity of these profiles in terms of **on-the-job training**.14

**Training Declines with Age** Training on the job can occur through learning by doing (skills improving with practice), through formal training programs at or away from the workplace, or by informally working under the tutelage of a more experienced worker. All forms entail reduced productivity among trainees during the learning process, and both formal and informal training also involve a commitment of time by those who serve as trainers or mentors. Training costs are either shared by workers and the employer, as with specific training, or are borne mostly by the employee (in the case of general training).

From the perspective of workers, training depresses wages during the learning period but allows them to rise with enhanced productivity afterward. Thus, workers who opt for jobs that require a training investment are willing to accept lower wages in the short run to get higher pay later on. As with other human capital investments, returns are generally larger when the post-investment period is longer, so we would expect workers’ investments in on-the-job training to be greatest at younger ages and to fall gradually as they grow older.

Figure 9.5 graphically depicts the life cycle implications of human capital theory as it applies to on-the-job training. The individual depicted has completed full-time schooling and is able to earn $E_a$ at age $A_0$. Without further training, if the knowledge and skills the worker possesses do not depreciate over time, earnings would remain at $E_a$ over the life cycle. If the worker chooses to invest in on-the-job training, his or her future earnings potential can be enhanced, as shown by the (dashed) curve $E_p$ in the figure. Investment in on-the-job training, however, has the near-term consequence that actual earnings are below potential; thus, in terms of Figure 9.5, actual earnings ($E_a$) lie below $E_p$ as long as the worker is investing. In fact, the gap between $E_p$ and $E_a$ equals the worker’s investment costs.

Figure 9.5 is drawn to reflect the theoretical implication, noted earlier, that human capital investments decline with age. With each succeeding year, actual earnings become closer to potential earnings; furthermore, because workers become less willing to invest in human capital as they age, the yearly *increases* in potential earnings become smaller and smaller. Thus, curve $E_p$ takes on a concave shape, quickly rising above $E_a$ but flattening later in the life cycle. Curve $E_a$ (which is what we observe in Figures 9.3 and 9.4) takes on its concave shape for the same reasons.

---

The “Overtaking” Age  For those who invest in on-the-job training, actual earnings start below $E_s$, approach it near age $A^*$, and continue to rise above it afterward. Age $A^*$ is called the overtake
ing age, and it is the age at which workers with the same level of schooling have equivalent earnings regardless of whether they have invested in on-the-job training. The concept of an overtaking age has an interesting empirical implication.

We can observe educational levels workers possess, but we cannot observe workers’ $E_p$ or the time they have spent in on-the-job training. Thus, when we use statistical methods to analyze earnings differences across individuals, the correlation between earnings and education will be strongest at $A^*$, where $E_a = E_s$. Why? The correlation between schooling and earnings is weakened both before and after $A^*$ by the presence of on-the-job training, which we cannot measure and for which we cannot therefore statistically control. Interestingly, we find that educational and earnings levels correlate most strongly at about 10 years after labor market entry.15 This finding offers support for the human capital explanation of age/earnings profiles based on job training.

---

The Fanning Out of Age/Earnings Profiles

Earnings differences across workers with different educational backgrounds tend to become more pronounced as they age. This phenomenon is also consistent with what human capital theory would predict.

Investments in human capital tend to be more likely when the expected earnings differentials are greater, when the initial investment costs are lower, and when the investor has either a longer time to recoup the returns or a lower discount rate. The same can be said of people who have the ability to learn more quickly. The ability to learn rapidly shortens the training period, and fast learners probably also experience lower psychic costs (lower levels of frustration) during training.

Thus, people who have the ability to learn quickly are those most likely to seek out—and be presented by employers with—training opportunities. But who are these fast learners? They are most likely the people who, because of their abilities, were best able to reap benefits from formal schooling! Thus, human capital theory leads us to expect that workers who invested more in schooling will also invest more in post-schooling job training.16

The tendency of the better-educated workers to invest more in job training explains why their age/earnings profiles start low, rise quickly, and keep rising after the profiles of their less-educated counterparts have leveled off. Their earnings rise more quickly because they are investing more heavily in job training, and they rise for a longer time for the same reason. In other words, people with the ability to learn quickly select the ultimately high-paying jobs where much learning is required and thus put their abilities to greatest advantage.

Women and the Acquisition of Human Capital

A comparison of Figures 9.3 and 9.4 discloses immediately that the earnings of women who work full-time year-round are lower than those of men of equivalent age and education, and that women’s earnings within each educational group rise less steeply with age. The purpose of this section is to analyze these differences in the context of human capital theory (a more complete analysis of male/female wage differentials is presented in Chapter 12).

A major difference in the incentives of men and women to make human capital investments has historically been in the length of work life over which the costs of a human capital investment can be recouped. Chapters 6 and 7 clearly showed how rapidly working for pay has increased among women in recent decades, and this fact obviously should have made human capital investments more lucrative

Nevertheless, Table 9.2 shows it is still the case that, on average, women are less likely than men to be in the labor force and, if employed, are less likely to work full-time. Furthermore, women employed full-time average fewer hours of work per week than men in each of the occupations shown.

To the extent that there is a shorter expected work life for women than for men, it is caused primarily by the role women have historically played in child-rearing and household production. This traditional role, while undergoing significant change, has caused many women to drop out of the labor market for a period of time in their childbearing years. Thus, female workers often have not had the continuity of experience that their male counterparts accumulate. If this historical experience causes younger women who are making important human capital decisions to expect a discontinuity in their own labor force participation, they might understandably avoid occupations or fields of study in which their skills depreciate during the period out of the labor market.17 Moreover, historical experience could cause employers to avoid hiring women for jobs requiring much

<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Women</strong></td>
<td><strong>Men</strong></td>
</tr>
<tr>
<td>Labor force participation rate, age 20 and over</td>
<td>59.2%</td>
</tr>
<tr>
<td>Percent of employed who worked full-time</td>
<td>73.5%</td>
</tr>
<tr>
<td>Average weekly hours of full-time workers, by occupation:</td>
<td></td>
</tr>
<tr>
<td>Management, business and financial</td>
<td>42.3</td>
</tr>
<tr>
<td>Professional specialty</td>
<td>40.3</td>
</tr>
<tr>
<td>Office/administrative support</td>
<td>39.3</td>
</tr>
<tr>
<td>Sales</td>
<td>40.8</td>
</tr>
<tr>
<td>Installation and repair</td>
<td>41.1</td>
</tr>
</tbody>
</table>


on-the-job training—a practice that itself will reduce the returns women can expect from a human capital investment. Human capital theory, however, also predicts that recent changes in the labor force participation of women, especially married women of childbearing age, are causing dramatic changes in the acquisition of schooling and training by women. We turn now to a discussion of recent changes in these two areas.

**Women and Job Training** There is little doubt that women receive less on-the-job training than men, although the gap is probably narrowing. One survey of employer-provided training found that during a six-month period in 1995, women reported receiving 41.5 hours of both formal and informal training, while men received 47.6 hours; differences were mainly in the area of informal training. To the extent that on-the-job training causes age/earnings profiles to be concave, an explanation for the flatter age/earnings profiles of women may be rooted in their lower levels of such training.

This human capital explanation for the flatter age/earnings profiles among women does not directly address whether the lower levels of job training emanate from the employer or the employee side of the market, but both possibilities are theoretically plausible. If employers expect women workers to have shorter work lives, they are less likely to provide training to them. Alternatively, if women themselves expect shorter work lives, they will be less inclined to seek out jobs requiring high levels of training. Finally, if women expect employers to bar them from occupations requiring a lot of training or experience, incentives to enter these occupations will be diminished.

While human capital theory predicts that the traditional role of women in child-rearing will lead to reduced incentives for training investments, it also suggests that as this role changes, the incentives for women to acquire training will change. We should thus expect to observe a growing concavity in women’s age/earnings profiles over the past decades, and Figure 9.6 indicates that this expectation is generally supported.

The darker lines in Figure 9.6 are the 2008 profiles for college and high school graduates that appeared in Figure 9.4. The lighter lines indicate the comparable profiles for 1977 (adjusted to 2008 dollars using the Consumer Price Index [CPI]). A visual comparison reveals that the earnings profiles for both high school and college graduates have become steeper for women in their twenties and thirties, especially among the college educated. This faster earnings growth among women at the early stages of their careers suggests that they may be receiving more on-the-job training than they did two decades ago.

---


Women and Formal Schooling  As Table 9.1 suggested, there have been dramatic changes in the level of formal education received by women in recent years. Their fields of study have also changed markedly. These changes undoubtedly reflect the increased returns to human capital investments arising from women’s increased attachment to the labor force and longer expected work lives. Table 9.3 outlines some of the magnitudes of these changes.

Women, who traditionally were less likely than men to graduate from college, now represent well over half of both bachelor’s and master’s graduates. There have also been dramatic shifts in the fields in which women major, most notably in the areas of business (graduate and undergraduate), law, and medicine—where women have gone from under 10 percent of all majors to 45 percent or more. While still
underrepresented in computer science and engineering, women have posted gains in these areas as well. 20 What the data in Table 9.3 suggest is that women’s expected labor force attachment has grown so fast that investing in bachelor’s and master’s degrees has become more attractive over the last four decades.

Table 9.3

Percentages of Women among College and University Graduates, by Degree and Field of Study, 1971 and 2008

<table>
<thead>
<tr>
<th>Percentage of Women among:</th>
<th>Bachelor’s Degree</th>
<th>Master’s Degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>43.4%</td>
<td>57.3%</td>
</tr>
<tr>
<td>Business majors</td>
<td>9.1</td>
<td>49.0</td>
</tr>
<tr>
<td>Computer science majors</td>
<td>13.6</td>
<td>17.6</td>
</tr>
<tr>
<td>Education majors</td>
<td>74.5</td>
<td>78.7</td>
</tr>
<tr>
<td>Engineering majors</td>
<td>0.8</td>
<td>18.4</td>
</tr>
<tr>
<td>English majors</td>
<td>66.7</td>
<td>67.9</td>
</tr>
<tr>
<td>Health professionals</td>
<td>77.1</td>
<td>85.4</td>
</tr>
<tr>
<td>First professional degreea</td>
<td>6.3</td>
<td>49.7</td>
</tr>
</tbody>
</table>

aDegrees in this category are largely doctor’s degrees in law, medicine, and dentistry.


Is Education a Good Investment?

The question of whether more education would be a good investment is one that concerns both individuals and government policymakers. Individuals ask, “Will I increase my monetary and psychic income enough to justify the costs of additional education?” Governments must decide if the expected social benefits of enhanced productivity outweigh the opportunity costs of investing more social resources in the educational sector. We pointed out earlier that these questions can be answered using either the present-value method (an illustration of which is in Example 9.3) or the internal rate of return method. The latter is primarily used in the sections that follow.

Is Education a Good Investment for Individuals?

Individuals about to make an investment in a college education are typically committing themselves to total monetary costs of at least $25,000 per year. Is there evidence that this investment pays off for the typical student? Several studies have
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tried to answer this question by calculating the internal rates of return to educational investments. While the methods and data used vary, these studies normally estimate benefits by calculating earnings differentials at each age from age/earnings profiles such as those in Figures 9.3 and 9.4. (Earnings are usually used to measure benefits because higher wages and more stable jobs are both payoffs to more education.) All such studies have analyzed only the monetary, not the psychic, costs of and returns on educational investments.

Estimating the returns to an educational investment involves comparing the earnings of similar people who have different levels of education. Estimates using conventional data sets statistically analyze the earnings increases associated with increases in schooling, after controlling for the effects on earnings of other factors that can be measured, such as age, race, gender, health status, union status, and

EXAMPLE 9.3 Valuing a Human Asset: The Case of the Divorcing Doctor

State divorce laws typically provide for the assets acquired during marriage to be divided in some equitable fashion. Among the assets to be divided is often the value of human capital investments made by either spouse during marriage. How these acquired human capital values are estimated can be illustrated by the following example.

Dr. Doe married right after he had acquired a license to practice as a general practitioner. Instead of opening a general (family) practice, however, Dr. Doe undertook specialized training to become a surgeon. During his training (residency) period, the income of Dr. Doe and his wife was much lower than it would have been had he been working as a general practitioner. Thus, both spouses were investing, albeit to different degrees, in Dr. Doe’s human capital.

Shortly after his residency was completed and he had acquired board certification as a general surgeon, Dr. Doe and his wife decided to divorce. She sued him for an equitable division of the asset value of his certification as a general surgeon. How can this asset value be estimated?

The asset value of Dr. Doe’s certificate as a general surgeon is the present value of his estimated increase in lifetime earnings this certificate made possible. The most reasonable estimate of his increase in yearly earnings is calculated by subtracting from what the typical general surgeon earns the average earnings of general practitioners (which is an estimate of what Dr. Doe could have earned in the absence of his training as a surgeon).

In 2009, the median earnings of general surgeons were roughly $220,000 and those of general practitioners were $169,000. Thus, assuming Dr. Doe is an “average” doctor, obtaining his certificate as a surgeon increased his earnings capacity by $51,000 per year in 2009 dollars. Assuming a remaining work life of 25 years and a real interest rate (which takes account of what inflation will do to the earnings differential) of 2 percent, the present value of the asset Dr. Doe acquired as the result of his surgical training comes to $994,000. (It would then be up to the court to divide this asset equitably between the two divorcing spouses.)

\[ \text{Present Value} = \frac{X}{(1 + r)^n} \]

Where:

- \( X \) = $51,000
- \( r \) = 0.02
- \( n = 25 \)

\[ \text{Present Value} = \frac{51000}{(1 + 0.02)^{25}} \approx 994,000 \]

Earnings data are from the U.S. Department of Labor, Bureau of Labor Statistics, “May 2009 National Occupational Employment and Wage Estimates, United States,” Web site: http://www.bls.gov/oes/current/oes_nat.htm. The formula used to calculate present value is the one given in footnote 2, where \( X = 51,000, r = 0.02, \) and \( n = 25. \)
residential location. These studies, of which there have been hundreds, typically estimate rates of return that fall into the range of 5–12 percent.\textsuperscript{21} Interestingly, these rates of return are close to those typically found for other types of investments, which—as explained later in Example 9.4—is what economic theory would lead us to expect.

**Ability Bias** One problem with these conventional estimates is that they may overstate the gain an individual could obtain by investing in education, because they do not distinguish between the contribution that ability makes to higher earnings and the contribution made by schooling.\textsuperscript{22} The problem is that (a) people who are smarter, harder working, and more dynamic are likely to obtain more schooling, and (b) such people might be more productive, and hence earn higher-than-average wages, even if they did not complete more years of schooling than others. When measures of true ability are not observed or accounted for, the studies attribute all the earnings differentials associated with college to college itself and none to ability, even though some of the added earnings college graduates typically receive may have been received by an equally able high school graduate who did not attend college.

Some studies have attempted to control for ability by using measures of intelligence quotient (IQ) or scores on aptitude tests, but there are continuing disputes over how much these tests reveal about innate abilities. One clever way to control for ability without relying on these tests is to analyze earnings differences among sets of identical twins (see the Empirical Study at the end of this chapter). Identical twins have the same genes, so they will have the same innate abilities, and one would think that measuring earnings differences that are associated with differences in schooling within pairs of twins would yield an unbiased estimate of the returns to education. The most recent studies of twins estimate rates of return that are not too different from the conventional estimates noted earlier; these studies, then, suggest that ability bias in the conventional estimates may not be very large.\textsuperscript{23} However, we must still worry about why two identical twins differ in their educational levels!


\textsuperscript{22}An investment in education should also raise wages more than overall wealth—which (recalling chapters 6 and 7) should cause hours of work to rise. Thus, some of the increased earnings from more education could be associated with reduced leisure, which would constitute another source of upward bias. This point is made by C. M. Lindsay, “Measuring Human Capital Returns,” *Journal of Political Economy* 79 (November/December 1971): 1195–1215.

Selection Bias  Innate ability is only one factor affecting human capital decisions that we have difficulty measuring. The psychic costs of schooling and individual discount rates are other variables that affect decisions about educational investments, yet they cannot be measured. Why do these factors pose a problem for estimating the rates of return to educational investments?

Suppose that Fred and George are twins, but for some reason, they differ in their personal discount rates. Fred, with a relatively high discount rate of 12 percent, will not make an educational investment unless he estimates it will have returns greater than 12 percent, while George has a lower discount rate and will make investments as long as they are expected to bring him at least 8 percent. Because we must estimate rates of return from a sample that includes people with different educational levels, we will have both “Freds” and “Georges” in our sample. If those like Fred have chosen to stop their educational investments when the returns were 12 percent, and those like George stopped theirs when returns were 8 percent, the average rate of return estimated from our sample will fall somewhere between 8 percent and 12 percent. While estimating this average rate of return may be interesting, we are not estimating the rate of return for either Fred or George!

Estimating the rate of return for groups that are exactly similar in ability, psychic costs of education, and personal discount rates is difficult, because theory predicts that those who are exactly alike will make the same decisions about human capital investments—yet, we need differences in schooling to estimate its returns. Economists have tried, therefore, to find contexts in which people who are alike have different levels of education because of factors beyond their control; the implementation of compulsory schooling laws (laws that require children to remain in school until they reach a certain age) have provided one such context. Studies of high school dropouts—some of whom, by the accident of their birthdate, will have been forced into more schooling than others—have yielded estimated rates of return that lie slightly above the range of conventional estimates.24 These higher estimates are not too surprising, given that those in the studies (dropouts) probably have personal discount rates that are relatively high.

Is Education a Good Social Investment?

The issue of education as a social investment has been of heightened interest in the United States in recent years, especially because of three related developments. First, product markets have become more global, increasing the elasticity of both product and labor demand. As a result, American workers are now facing more competition from workers in other countries. Second, the growing availability of high-technology capital has created new products and production systems

---

24For a study that summarizes the issues and refers to similar studies, see Philip Oreopoulos, “Estimating Average and Local Average Treatment Effects of Education When Compulsory Schooling Laws Really Matter,” American Economic Review 96 (March 2006): 152–175.
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that may require workers to have greater cognitive skills and to be more adaptable, efficient learners.\textsuperscript{25} Third, American elementary and secondary school students have scored relatively poorly, as can be seen from data in Table 9.4, on achievement tests in mathematics and science.

The combination of these three developments has caused concern about the productivity of America’s future workforce, relative to workers elsewhere, and has led to a series of questions about our educational system. Are we devoting enough resources to educating our current and future workforce? Should the resources we devote to education be reallocated in some way? Should we demand more of students in elementary and secondary schools?

\textbf{The Social Cost} As can be seen from Table 9.4, the United States devotes relatively more resources to schooling than do some other developed countries—having spent over $10,000 per student in secondary schools in 2006. The relatively poor performance of American students on achievement tests, however, has led to questions about whether the United States is devoting too many or too few resources to education—or whether it is not using its educational resources wisely enough. These questions take on added urgency when we consider that if the forgone earnings of students are included, the United States devotes over a tenth of its gross domestic product to education, from elementary schools to universities.\textsuperscript{26} In beginning to answer these questions, we must try to understand how education and productivity are related.

\begin{table}[h]
\centering
\begin{tabular}{|l|c|c|c|}
\hline
\textbf{Country} & \textbf{Expenditures per Pupil, Secondary Level (U.S. $)} & \textbf{Math, Test Scores, 8th grade} & \textbf{Science, Test Scores, 8th grade} \\
\hline
France & 9,303 & 496 & 495 \\
Germany & 9,548 & 504 & 516 \\
Japan & 8,305 & 523 & 531 \\
United Kingdom & 8,763 & 495 & 515 \\
United States & 10,821 & 474 & 489 \\
\hline
\end{tabular}
\caption{International Comparisons of Schooling, 2006}
\end{table}


\textsuperscript{26}About 7.5 percent of the gross domestic product in the United States has been devoted to the direct costs of formal schooling (elementary through university), but one study estimated that the forgone earnings of high school and college students add another 60 percent to these direct costs. See Theodore Schultz, \textit{The Economic Value of Education} (New York: Columbia University Press, 1963).
The Social Benefit  The view that increased educational investments increase worker productivity is a natural outgrowth of the observation that such investments enhance the earnings of individuals who undertake them. If Individual A’s productivity is increased because of more schooling, then society’s stock of human capital has increased as a result. Some argue, however, that the additional education received by Individual A also creates benefits for Individual B, who must work with A. If more schooling causes A to communicate more clearly or solve problems more creatively, then B’s productivity will also increase. In terms of concepts we introduced in chapter 1, education may create positive externalities, so that the social benefits are larger than the private benefits.27

Others argue that the returns to society are smaller than the returns to individuals. They believe that the educational system is used by society as a screening device that sorts people by their (predetermined) ability. As discussed later, this alternative view, in its extreme form, sees the educational system as a means of finding out who is productive, not of enhancing worker productivity.

The Signaling Model  An employer seeking to hire workers is never completely sure of the actual productivity of any applicant, and in many cases, the employer may remain unsure long after an employee is hired. What an employer can observe are certain indicators that firms believe to be correlated with productivity: age, experience, education, and other personal characteristics. Some indicators, such as age, are immutable. Others, such as formal education, can be acquired by workers. Indicators that can be acquired by individuals can be called signals; our analysis here will focus on the signaling aspect of formal education.

Let us suppose that firms wanting to hire new employees for particular jobs know that there are two groups of applicants that exist in roughly equal proportions. One group has a productivity of 2, let us say, and the other has a productivity of 1. Furthermore, suppose that these productivity levels cannot be changed by education and that employers cannot readily distinguish which applicants are from which group. If they were unable to make such distinctions, firms would be forced to assume that all applicants are “average”; that is, they would have to assume that each had a productivity of 1.5 (and would offer them wages of up to 1.5).

While workers in this simple example would be receiving what they were worth on average, any firm that could devise a way to distinguish between the two

groups (at little or no cost) could enhance its profits. When wages equal 1.5, workers with productivities equal to 1 are receiving more than they are worth. If these applicants could be discovered and either rejected or placed into lower-paying jobs, the firm could obviously increase its profits. It turns out that using educational attainment as a hiring standard can increase profits even if education does not enhance productivity. We can illustrate this with a simple example.

**An Illustration of Signaling** To illustrate the use of educational signaling, suppose that employers come to believe that applicants with at least $e^*$ years of education beyond high school are the ones with productivity 2 and that those with less than $e^*$ are in the lower-productivity group. With this belief, workers with less than $e^*$ years would be rejected for any job paying a wage above 1, while those with at least $e^*$ would find that competition among employers drives their wages up to 2. This simple wage structure is illustrated in Figure 9.7. If additional schooling does not enhance productivity, can requiring the signal of $e^*$ really distinguish between the two groups of applicants? The answer is yes if the costs to the worker of acquiring the added schooling are negatively related to his or her on-the-job productivity.

If workers with at least $e^*$ years of education beyond high school can obtain a wage of 2, while those with less can earn a wage of only 1, all workers would want to acquire the signal of $e^*$ if it were costless for them to do so. As we argued earlier, however, schooling costs are both large and different for different individuals. In particular, the psychic costs of education are probably inversely related to ability: those who learn easily can acquire the educational signal (of $e^*$ in this case)

---

more cheaply than others. If—and this is critical—those who have lower costs of acquiring education are also more productive on the job, then requiring educational signals can be useful for employers.

To understand the role of educational costs in signaling, refer to Figure 9.8, in which the reward structure from Figure 9.7 is expressed in terms of the present value of lifetime earnings (at a wage of 1, their discounted lifetime earnings sum to \( PVE_1 \), while at a wage of 2, they sum to \( PVE_2 \)). Now assume that each year of education costs \( C \) for those with less productivity and \( C/2 \) for those with greater productivity.

Workers will choose the level of schooling at which the difference between their discounted lifetime earnings and their total educational costs is maximized. For those with yearly educational costs of \( C \), the difference between lifetime earnings and total educational costs is maximized at zero years of education beyond high school. For these workers, the net benefit of an additional \( e^* \) years (distance \( BD \)) is less than the net benefit of zero additional years (distance \( A0 \)). For them, the benefits of acquiring the signal of \( e^* \) years is not worth the added costs.

For those whose costs are \( C/2 \), it can be seen that the net benefits of investing in \( e^* \) (distance \( BF \)) exceed the net benefits of other schooling choices. Therefore, only those with costs of \( C/2 \)—the workers with productivities of 2—find it advantageous to acquire \( e^* \) years of schooling. In this example, then, schooling attainment signals productivity.
Some Cautions About Signaling  Our simple example demonstrated how education could have value even if it did not directly enhance worker productivity. It is necessary to stress, though, that for education to have signaling value in this case, on-the-job productivity and the costs of education must be negatively related. If the higher costs reflected along line C were associated with lower cognitive ability or a distaste for learning, then it is conceivable that these costs could be indicative of lower productivity. If, however, those with costs along C have higher costs only because of lower family wealth (and therefore smaller contributions from others toward their schooling costs), then they may be no less productive on the job than those along line C/2. In this latter case, signaling would fail, because it would only indicate those with low family wealth, not lower productivity.

Even when educational signaling is a useful way to predict future productivity, there is an optimum signal beyond which society would not find it desirable to go. Suppose, for example, that employers now requiring years for entry into jobs paying a wage of 2 were to raise their hiring standards to years, as shown in Figure 9.9. Those with educational costs along C would still find it in their best interests to remain at zero years of schooling beyond high school, and those with costs along C/2 would find it profitable to invest in the required signal of \( e' \) (because distance \( B'T' \) is greater than \( A0 \)). Requiring more schooling of those who are selected for high-wage jobs, however, is more costly for those workers (and
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Requiring a Greater Signal May Have Costs without Benefits
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Diagram showing the relationship between years of education beyond high school and present value of lifetime earnings (PVE). The lines C and C/2 represent different educational requirements, with C/2 requiring more years of education than C. Points A, B, D, and F represent different levels of education and corresponding PVE values.
thus for society as a whole). While the new required signal would distinguish between the two groups of workers, it would do so at increased (and unnecessary) costs to individuals, which cannot be socially optimal.

It clearly can be beneficial for individuals to invest in educational signals, but if schooling only has signaling value, is it a worthy investment for society to make? If the only purpose of schools is to provide signals, why encourage investments in the expansion or qualitative upgrading of schooling? If 50 years ago being a high school graduate signaled above-average intelligence and work discipline, why incur the enormous costs of expanding college attendance only to find out that now these qualities are signaled by having a bachelor’s degree? The issue is of even more importance in less-developed countries, where mistakes in allocating extremely scarce capital resources could be disastrous (see Example 9.4). Before attempting to decide if schooling has social value when all it produces are signals, let us first turn to the more basic question of whether we can figure out if schooling enhances, or merely signals, human capital.

---

**EXAMPLE 9.4**

The Socially Optimal Level of Educational Investment

In addition to asking whether schooling is a good social investment, we could also ask, “What is the socially optimal level of schooling?” The general principle guiding our answer to this question is that society should increase or reduce its educational investments until the marginal rate of return (to society) equals the marginal rate of return on other forms of capital investment (investment in physical capital, for example).

The rationale for the above principle is that if society has some funds it wants to invest, it will desire to invest them in projects yielding the highest rates of return. If an investment in physical capital yields a 20 percent rate of return and the same funds invested in schooling yield (all things considered) only a 10 percent return, society will clearly prefer to invest in physical capital. As long as the two rates of return differ, society could be made better off by reducing its investments in low-yield projects and increasing them in those with higher rates of return.

The text has discussed many of the difficulties and biases inherent in estimating rates of return to schooling. However, the general principle of equating the rates of social return on all forms of investments is still a useful one to consider. It suggests, for example, that capital-poor countries should invest in additional schooling only if the returns are very high—higher, in all probability, than the rates of return required for optimality in more-capital-rich countries.

Indeed, the rates of return to both secondary schooling and higher education appear to be generally higher in less-developed countries than in developed countries. One review estimated that the rate of return on secondary schooling investment was 10 percent for a developed country (on average), while for a less-developed country, it was 13 percent to 16 percent. Comparable rates of return on investments in higher education were 9.5 percent and 11 percent, respectively.

---

Signaling or Human Capital? Direct evidence on the role schooling plays in society is difficult to obtain. Advocates of the signaling viewpoint, for example, might point to the higher rates of return for college graduates than for college dropouts as evidence that schooling is a signaling device. They argue that what is learned in school is proportional to the time spent there and that an added bonus (rate of return) just for a diploma is proof of the signaling hypothesis. Advocates of the view that schooling enhances human capital would counter that those who graduate after four years have learned more than four times what the freshman dropout has learned. They argue that dropouts are more likely to be poorer students—the ones who overestimated their returns on schooling and quit when they discovered their mistake. Thus, their relatively low rate of return is associated not with their dropping out but with their reason for dropping out.

To take another example, proponents of the human capital view could argue that the fact that earnings differentials between college and high school graduates grow with age supports their view. If schooling were just a signaling device, employers would rely on it initially, but as they accumulated direct information from experience with their employees, schooling would play a smaller role in determining earnings. Signaling advocates could counter that continued growth in earnings differentials only illustrates that educational attainment was a successful signaling device.

School Quality Given the difficulty of generating predictions of labor market outcomes that can directly distinguish the signaling from the human capital hypothesis, you may wonder if there are other ways to resolve the debate. A research strategy with some potential grows out of issues related to school quality.

29 Dropouts naturally have lower earnings than graduates, but because they have also invested less, it is not clear that their rates of return should be lower. For further discussion and evidence, see David A. Jaeger and Marianne E. Page, “Degrees Matter: New Evidence on Sheepskin Effects in the Returns to Education,” Review of Economics and Statistics 78 (November 1996): 733–740. Thomas J. Kane and Cecilia Elena Rouse, “Comment on W. Norton Grubb: ‘The Varied Economic Returns to Postsecondary Education: New Evidence from the Class of 1972,’” Journal of Human Resources 30 (Winter 1995): 205–221, calls into question the benefits of graduation independent of the number of credits taken.

As mentioned earlier, concerns have been raised about the cognitive achievement of American students. If schooling primarily performs a signaling function, by helping to discover people’s cognitive abilities, we would not necessarily look to the educational system to remedy the problem of low cognitive achievement. However, if schooling can enhance the kinds of skills that pay off in the labor market, then increased investment in the quality of the nation’s schools could be warranted.

Proponents of the signaling and human capital views of education can agree that people of higher cognitive ability are likely to be more productive; where they disagree is whether better schools can enhance worker productivity by improving cognitive skills. Advocates of the signaling viewpoint cite a substantial literature suggesting it is difficult to demonstrate a relationship between schooling expenditures and student performance on tests of cognitive skill, although the evidence on this question is mixed. Advocates of the human capital view, however, find support in studies of earnings and school quality. These studies generally indicate that students attending higher-quality schools (that is, ones with greater resources per student) have higher subsequent earnings, other things equal.

Clearly, assessments of the social returns to schooling that examine the role of school quality have so far yielded somewhat ambiguous results. Better schools may enhance labor market earnings, but evidence that they enhance measured cognitive abilities is mixed. One possibility, of course, is that better schools enhance productivity by enhancing creative skills or better work habits—characteristics that may be valued in the labor market but not captured especially well by standardized tests of cognitive achievement. Another possibility, however, is that better
schools give students better information about their own interests and abilities, thus helping them to make more successful career choices. Some important questions, then, remain unanswered.

**Does the Debate Matter?** In the end, perhaps the debate between advocates of the signaling and human capital views of schooling is not terribly important. The fact is that schooling investments offer individuals monetary rates of return that are comparable to those received from other forms of investment. For individuals to recoup their human capital investment costs requires willingness on the part of employers to pay higher wages to people with more schooling; and for employers to be willing to do this, schools must be providing a service that they could not perform more cheaply themselves.

For example, we argued earlier that to profit from an investment of $100,000 in a college education, college graduates must be paid at least $3,652 more per year than they would have received otherwise. Naturally, this requires that they find employers who are willing to pay them the higher yearly wage. If college merely helps reveal who is more productive, employers who believe they could find this out for less than a yearly cost of $3,652 per worker would clearly have incentives to adopt their own methods of screening workers.

The fact that employers continue to emphasize (and pay for) educational requirements in the establishment of hiring standards suggests one of two things. Either more education does enhance worker productivity or it is a less expensive screening tool than any other that firms could use. In either case, the fact that employers are willing to pay a high price for an educated workforce seems to suggest that education produces social benefits.33

**Is Public Sector Training a Good Social Investment?**

Policymakers should also ask whether government job training programs can be justified based on their returns. During the past four decades, the federal government has funded a variety of these programs that primarily targeted disadvantaged men, women, and youth. Some programs have served trainees who applied voluntarily, and others have been mandatory programs for public assistance recipients (who stood to lose benefits if they did not enroll). Some of these programs have provided relatively inexpensive help in searching for work, while others have directly provided work experience or (in the case of the Job Corps) comprehensive services associated with living away from home. Over these decades, however, roughly half of those enrolled received classroom training at vocational schools or community colleges, and another 15 percent received

---

Researchers doing empirical studies must always be aware of how their results are affected by the problem of omitted variables. It is rare that we have access to data on all relevant independent variables, and the regression techniques described in Appendix 1A contain an error term that explicitly assumes the variables we have do not fully explain all the variation in a given dependent variable. If an omitted variable is not correlated with any observed independent variable, there is no bias imparted to the estimates of how the independent variables affect the dependent variable.

However, if an omitted independent variable is correlated with a particular observed one, the estimated effect of the observed variable will be biased. The omitted variables bias, and one solution to it, can be illustrated by the problem of estimating the returns to schooling when researchers do not have data on innate learning ability (which is very difficult to observe).

The returns to education are conventionally estimated by using multivariate regression techniques to analyze, for a cross-section of workers, how much earnings are increased by an additional year of schooling—after controlling for other observed factors that influence earnings. However, if people with higher innate capacities for learning (higher ability) are the very ones who pursue more education, then estimates of the returns to schooling will also include any labor market rewards for ability unless researchers are able to measure innate learning ability. Put differently, if education and ability levels are positively correlated, but we do not observe data on innate ability, our estimates of the effects of schooling will be biased upward (we discussed this earlier as ability bias). Lacking a way to control for learning ability, then, makes it problematic to estimate how much more a typical person (with a given ability level) would earn if he or she invested in another year of schooling. Can we find a way to correct for ability bias, and if so, can we estimate how large that bias is?

A clever way to avoid the problems of ability bias is to use a sample of identical twins, because such twins have precisely the same genetic material and thus the same native abilities. With the same ability and family background, identical twins should have the same incentives for educational investments; however, random factors (marriage, divorce, career interests) can intervene and cause twins to have different schooling levels. By statistically analyzing, for several sets of twins, how the earnings differences between each twin in a pair are affected by differences in their years of schooling, we can estimate the returns to schooling in a way that is free of ability bias.
in-plant training. The per-student costs of these latter two types of programs have been in the range of $4,200 to $8,500 (in 2009 dollars).\(^\text{34}\)

Evaluating these programs requires comparing their costs with an estimate of the present value of their benefits, which are measured by calculating the increase in wages made possible by the training program. Calculating the benefits involves estimating what trainees would have earned in the absence of training, and there are several thorny issues the researcher must successfully confront. Nevertheless, summaries of credible studies done to date have concluded that adult women are the only group among the disadvantaged that clearly benefit from these training programs; adult men and youth show no consistent earnings increases across studies. The average increase in earnings for women in training programs is roughly $1,850 per year.\(^\text{35}\) Were these increases large enough to justify program costs?

The programs had direct costs of $4,200 to $8,500 per trainee, but they also had opportunity costs in the form of forgone output. The typical trainee was in her program for 16 weeks, and while many of the trainees had been on welfare prior to training, the opportunity costs of their time surely were not zero. Recall from Chapter 7 that a person can be productive both at home and in the workplace. If we place an hourly value on trainee time equal to the minimum wage ($7.25 per hour in 2009), spending 16 weeks in training had opportunity costs of roughly $4,600; thus, the total costs of training were probably in the range of $8,800 to $13,100 per woman.


If benefits of $1,850 per year were received annually for 20 years after training, and if the appropriate discount rate is 2 percent, the present value of benefits comes to roughly $30,250. Benefits of this magnitude are clearly in excess of costs. Indeed, the present value of benefits for voluntary training would still be in excess of $11,000 (the approximate midpoint of the cost range) if the yearly earnings increases lasted for just 7 years.  


Review Questions

1. Women receive lower wages, on average, than men of equal age. What concepts of human capital help to explain this phenomenon? Explain. Why does the discrepancy between earnings for men and women grow with age?

2. “The vigorous pursuit by a society of tax policies that tend to equalize wages across skill groups will frustrate the goal of optimum resource allocation.” Comment.

3. A few years ago, a prominent medical college inadvertently accepted more applicants than it could accommodate in its first-year class. Not wanting to arbitrarily delay the entrance date of the students admitted, it offered them one year of free tuition if they would delay their medical studies by one year. Discuss the factors entering into a student’s assessment of whether he or she should take this offer.

4. When Plant X closed, Employer Y (which offers no training to its workers) hired many of X’s employees after they had completed a lengthy, full-time retraining program offered by a local agency. The city’s Equal Opportunity Commission noticed that the workers Employer Y hired from X were predominantly young, and it launched an age-discrimination investigation. During this investigation, Employer Y claimed that it hired all the applicants from X who had successfully completed the retraining program, without regard to age. From what you know of human capital theory, does Y’s claim sound credible? Explain.

5. Why do those who argue that more education “signals” greater ability believe that the most able people will obtain the most education?

6. A study shows that for American high school dropouts, obtaining a General Equivalency Degree (GED) by part-time study after high school has very little pay-off. It also shows, however, that for immigrants who did not complete high school in their native countries, obtaining a GED has a relatively large payoff. Can signaling theory be used to explain these results?

7. In many countries, higher education is heavily subsidized by the government (that is, university students do not bear the full cost of their college education). While there may be good reasons for heavily
1. Becky works in sales but is considering quitting work for two years to earn an MBA. Her current job pays $40,000 per year (after taxes), but she could earn $55,000 per year (after taxes) if she had a master’s degree in business administration. Tuition is $10,000 per year, and the cost of an apartment near campus is equal to the $10,000 per year she is currently paying. Becky’s discount rate is 6 percent per year. She just turned 48 and plans to retire when she turns 60, whether or not she gets her MBA. Based on this information, should she go to school to earn her MBA? Explain carefully.

2. (Appendix). Suppose that the supply curve for optometrists is given by \( L_s = -6 + 0.6W \), while the demand curve is given by \( L_D = 50 - W \), where \( W \) = annual earnings in thousands of dollars per year and \( L \) = thousands of optometrists.
   a. Find the equilibrium wage and employment levels.
   b. Now, suppose that the demand for optometrists increases and the new demand curve is \( L_D' = 66 - W \). Assume that this market is subject to cobwebs because it takes about three years to produce people who specialize in optometry. While this adjustment is taking place, the short-run supply of optometrists is fixed. Calculate the wage and employment levels in each of the first three rounds, and find the new long-run equilibrium. Draw a graph to show these events.

3. Suppose you are offered $100 now or $125 in five years. Let the interest rate be 4 percent. Calculate the present value of the $125 option. Which option should you take if your goal is to choose the option with the larger present value?

4. Prepaid college tuition plans, also known as Prepaid Education Arrangements (PEAs), allow you to prepay college tuition at present-day prices. The value of the investment is guaranteed by the state to cover public college tuition, regardless of its future cost. You are considering the purchase of an education certificate for all-purpose family medicine, choosing not to pursue additional training in one of the specialties (surgery, for example). It also found that half of the female doctors in family medicine worked part-time, while only 10 percent of the males in family medicine did so. Use human capital theory to analyze whether these two facts are likely to be related. Explain fully.

8. Many crimes against property (burglary, for example) can be thought of as acts that have immediate gains but run the risk of long-run costs. If imprisoned, the criminal loses income from both criminal and noncriminal activities. Using the framework for occupational choice in the long run, analyze what kinds of people are most likely to engage in criminal activities. What can society do to reduce crime?

9. A recent study in Great Britain found that women doctors are much more likely than male doctors to be in the field of all-purpose family medicine, choosing not to pursue additional training in one of the specialties (surgery, for example). It also found that half of the female doctors in family medicine worked part-time, while only 10 percent of the males in family medicine did so. Use human capital theory to analyze whether these two facts are likely to be related. Explain fully.

10. The following statement was overheard at a party: “It is just not right that Joe, who never went to college, makes more than Ken, who has a master’s degree. People with higher degrees deserve to earn more!” Use human capital theory to comment on this quotation.
$25,000, which will cover the future tuition costs of your 8-year-old daughter. You expect the tuition costs of your daughter’s bachelor’s degree to total $50,000 in 10 years. What would your personal discount rate need to be in order for it to be worthwhile for you to make the investment and purchase the certificate?

5. Theodore is considering a 1-year training program, which charges $20,000 in tuition, to learn how to install airport-screening equipment. If he enrolls in the program, his opportunity cost in forgone income is the $100,000 per year he can now earn. After completing the program, he is promised a job for 5 years, with a yearly salary of $130,000. (After 5 years, the equipment is expected to be obsolete, but Theodore plans to retire at that time anyway.) Assume Theodore’s personal discount rate is 5 percent. Should Theodore enroll in the program? Why? (Show your calculations.)

Selected Readings


The adjustment of college enrollments to changes in the returns to education is not always smooth or rapid, particularly in special fields, such as engineering and law, that are highly technical. The problem is that if engineering wages (say) were to go up suddenly in a given year, the supply of graduate engineers would not be affected until three or four years later (owing to the time it takes to learn the field). Likewise, if engineering wages were to fall, those students enrolled in an engineering curriculum would understandably be reluctant to immediately leave the field. They have already invested a lot of time and effort and may prefer to take their chances in engineering rather than devote more time and money to learning a new field.

The failure of supply to respond immediately to changed market conditions can cause boom-and-bust cycles in the market for highly technical workers. If educational planners in government or the private sector are unaware of these cycles, they may seek to stimulate or reduce enrollments at times when they should be doing exactly the opposite, as illustrated below.

An Example of “Cobweb” Adjustments

Suppose the market for engineers is in equilibrium, where the wage is $W_0$ and the number of engineers is $N_0$ (see Figure 9A.1). Let us now assume that the demand curve for engineers shifts from $D_0$ to $D_1$. Initially, this increase in the demand for engineers does not induce the supply of engineers to increase beyond $N_0$, because it takes a long time to become an engineer once one has decided to do so. Thus, while the increased demand for engineers causes more people to decide to enter the field, the number available for employment at the moment is $N_0$. These $N_0$ engineers, therefore, can currently obtain a wage of $W_1$ (in effect, there is a vertical
supply curve, at for a few years until the supply of engineering graduates is increased).

The current engineering wage, $W_1$, is now above $W^*$, the new long-run equilibrium wage caused by the intersection of $D_1$ and $S$. The market, however, is unaware of $W^*$, observing only $W_1$. If people are myopic and assume $W_1$ is the new equilibrium wage, $N_1$ people will enter the engineering field (see Figure 9A.2). When these $N_1$ all graduate, there will be a surplus of engineers (remember that $W_1$ is above long-run equilibrium).

With the supply of engineers now temporarily fixed at $N_1$, the wage will fall to $W_2$. This fall will cause students and workers to shift out of engineering, but that effect will not be fully felt for a few years. In the meantime, note that $W_2$ is below long-run equilibrium (still at $W^*$). Thus, when supply does adjust, it will adjust too much—all the way to $N_2$. Now there will be another shortage of engineers, because after supply adjusts to $N_2$, demand exceeds supply at a wage rate of $W_2$. This causes wages to rise to $W_3$, and the cycle repeats itself. Over time, the swings become smaller and equilibrium is eventually reached. Because the adjustment path in Figure 9A.2 looks somewhat like a cobweb, the adjustment process described earlier is sometimes called a cobweb model.

Critical to cobweb models is the assumption that workers form myopic expectations about the future behavior of wages. In our example, they first assume that
W₁ will prevail in the future and ignore the possibility that the occupational choice decisions of others will, in four years, drive the wage below W₁. Just how workers (and other economic actors, such as investors and taxpayers) form expectations about future wage (price) levels is very important to the understanding of many key issues affecting the labor market.¹

**Adaptive Expectations**

The simplest and most naive way to predict future wage levels is to assume that what is observed today is what will be observed in the future; this naive assumption, as noted earlier, underlies the cobweb model. A more sophisticated way to form predictions about the future is with an *adaptive expectations* approach. Adaptive expectations are formed by setting future expected wages equal to a weighted average of current and past wages. While more weight may be given to current than past wages in forecasting future wage levels, changes in those levels prior to the current period are not ignored; thus, it is likely that wage expectations formed adaptively do not alternatively overshoot and undershoot the equilibrium wage *by as much* as those formed using the naive approach. If, however, adaptive expectations also lead workers to first overpredict and then underpredict the equilibrium wage, cobweb like behavior of wages and labor supply will still be observed (although the fluctuations will be of a smaller magnitude if the predictions are closer to the mark than those made naively).

**Rational Expectations**

The most sophisticated way to predict future market outcomes is to use a full-blown model of the labor market. Those who believe in the *rational expectations* method of forming predictions about future wages assume that workers do have such a model in their heads, at least implicitly. Thus, they will realize that a marked increase in the earnings of engineers (say) is likely to be temporary, because supply will expand and eventually bring the returns to an investment in engineering skills in line with those for other occupations. Put differently, the rational expectations model assumes workers behave as if they have taken (and mastered!) a good course in labor economics and that they will not be fooled into overpredicting or underpredicting future wage levels.

¹Also critical to cobweb models is that the demand curve be flatter than the supply curve; if it is not, the cobweb *explodes* when demand shifts and an equilibrium wage is never reached. An exploding cobweb model is an example from economics of the phenomenon of *chaos*. For a general introduction to this fascinating topic, see James Gleick, *Chaos* (New York: Penguin Books, 1987). For an article on chaos theory in the economic literature, see William J. Baumol and Jess Benhabib, “Chaos: Significance, Mechanism, and Economic Applications,” *Journal of Economic Perspectives* 3 (Winter 1989): 77–106.
Clearly, how people form expectations is an important empirical issue. In the case of engineers, lawyers, and dentists, periodic fluctuations in supply that characterize the cobweb model have been found, although the precise mix of naive and rational expectations is not clear. Whether these fluctuations are the result of naive expectations or not, the lesson to be learned from cobweb models should not be lost on government policymakers. If the government chooses to take an active role in dealing with labor shortages and surpluses, it must be aware that because supply adjustments are slow in highly technical markets, wages in those markets tend to over-adjust. In other words, to the extent possible, governmental predictions and market interventions should be based on rational expectations. For example, at the initial stages of a shortage, when wages are rising toward $W_1$ (in our example), the government should be pointing out that $W_1$ is likely to be above the long-run equilibrium. If instead it attempts to meet the current shortage by subsidizing study in that field, it will be encouraging an even greater surplus later on. The moral of the story is that a complete knowledge of how markets adjust to changes in supply and demand is necessary before we can be sure that government intervention will do more good than harm.

---

Figure 9A.2

The Labor Market for Engineers: A Cobweb Model

---

While the flow of workers across national borders is not a new phenomenon—after all, it was responsible for the settlement of Australia, Canada, and the United States—immigration over the last two or three decades has significantly raised the share of the foreign-born in Europe and North America. For example, the share of the foreign-born in the European population rose from 6.9 percent in 1990 to 9.5 percent in 2010; in Canada, the share of the foreign-born rose from 16.2 percent to 21.3 percent over this period, while in the United States it rose from 9.1 percent to 13.5 percent.\(^1\) The dramatic increase in the presence of immigrants, who frequently speak a different language and are often from poorer countries, has stimulated some angry calls for stricter limits or tighter “border-security” measures—particularly in the United States, which shares a long border with a much poorer country (Mexico) and attracts many workers who have not been able to secure an official immigration visa. Proposals to impose stricter limits on immigration, including those to expel immigrants without work visas, are frequently justified with arguments that immigrants lower the wages of natives or otherwise impose a financial burden on the “host” country.

In this chapter, we will use economic theory to analyze the decision to emigrate and the labor-market effects of immigration. In the process, we will

examine how immigrants are likely to differ from others in personal characteristics (age and future-orientation), and what factors influence whether immigration raises the per-capita real income of the native-born in the host country. We begin the chapter, however, with an analysis of the causes and consequences of worker mobility—the larger category of which immigration is an important subset. Worker mobility plays a critical role in market economies. Because the purpose of any market is to promote voluntary exchange, society relies on the free movement of workers among employers to allocate labor in a way that achieves maximum satisfaction for both workers and consumers. The flow (either actual or threatened) of workers from lower-paying to higher-paying jobs, for example, is what forces firms that are paying below-equilibrium wages to increase their wage offers. The existence of compensating wage differentials, to take another example, also depends on the ability of informed workers to exercise choice among employment opportunities in the search for enhanced utility.

Mobility, however, is costly. Workers must take time to seek out information on other jobs, and for at least some workers, job search is most efficient if they quit their current job first (to look for work in a new geographic area, for example). Severing ties with the current employer means leaving friends and familiar surroundings, and it may mean giving up valuable employee benefits or the inside track on future promotions. Once a new job is found, workers may well face monetary, and will almost certainly face psychic, costs of moving to new surroundings—and in the case of immigration, the need to learn a new language and adapt to a new culture makes these costs particularly burdensome. In short, workers who move to new employers bear costs in the near term so that utility can be enhanced later on. Therefore, the human-capital model introduced in chapter 9 can be used to analyze mobility investments by workers.

The Determinants of Worker Mobility

The human-capital model views mobility as an investment in which costs are borne in some early period in order to obtain returns over a longer period of time. If the present value of the benefits associated with mobility exceeds the costs, both monetary and psychic, we assume that people will decide to change jobs or move, or both. If the discounted stream of benefits is not as large as the costs, then people will decide against such a change.

What determines the present value of the net benefits of mobility—that is, the benefits minus the costs—determines the mobility decision. These factors can be better identified by writing out the formula to use if we were to precisely calculate these net benefits:

\[
\text{Present Value of Net Benefits} = \sum_{t=1}^{T} \frac{B_t}{(1 + r)^t} - C
\]
where

\[ B_t = \text{the increased utility in year } t \text{ derived from changing jobs} \]
\[ T = \text{the length of time (in years) one expects to work at the new job} \]
\[ r = \text{the rate of discount} \]
\[ C = \text{the utility lost in the move itself (direct and psychic costs)} \]
\[ \Sigma = \text{a summation—in this case, the summation of the yearly discounted net benefits over a period running from year 1 to year } T \]

Clearly, the present value of the net benefits of mobility will be larger the greater is the utility derived from the new job, the less happy one is in the job of origin, the smaller are the immediate costs associated with the change, and the longer one expects to be in the new job or live in the new area (that is, the greater \( T \) is). These observations lead to some clear-cut predictions about which groups in society will be most mobile and about the patterns of mobility we would expect to observe.

### Geographic Mobility

Mobility of workers among countries, and among regions within a country, is an important fact of economic life. We have seen that the foreign-born comprise 10 percent to 20 percent of the population of Europe and North America. Moreover, migration within the United States is such that 1 of every 10 employees left their state of residence in the five years between 2000 and 2005. Roughly one-third of those moving among states stay with their current employers, but taking into account those whose move is motivated by economic factors and who change employers, about half of all interstate moves are precipitated by a change in employment. This emphasis on job change suggests that human-capital theory can help us understand which workers are most likely to undertake investments in geographic mobility and the directions in which mobility flows will take place.

### The Direction of Migratory Flows

Human-capital theory predicts that migration will flow from areas of relatively poor earnings possibilities to places where opportunities are better. Studies of migratory flows support this prediction. In general, the results of such studies suggest that the pull of good opportunities in the areas of destination is stronger.

---


than the push of poor opportunities in the areas of origin. In other words, while people are more attracted to places where earnings are expected to be better, they do not necessarily come from areas where opportunities are poorest.

The most consistent finding in these detailed studies is that people are attracted to areas where the real earnings of full-time workers are highest. Studies find no consistent relationship, however, between unemployment and in-migration, perhaps because the number of people moving with a job already in hand is three times as large as the number moving to look for work. If one already has a job in a particular field, the area’s unemployment rate is irrelevant.4

Most studies have found that contrary to what we might expect, the characteristics of the place of origin do not appear to have much net influence on migration. While those in the poorest places have the greatest incentives to move, the very poorest areas also tend to have people with lower levels of wealth, education, and skills—the very people who seem least willing (or able) to move. To understand this phenomenon, we must turn from the issue of where people go to a discussion of who is most likely to move. (In addition, there is the issue of when people move. See Example 10.1, which pulls together the issues of who, where, and when in analyzing one of the most momentous internal migrations in the history of the United States—the Great Migration of blacks from the South to the North in the first half of the twentieth century.)

**Personal Characteristics of Movers**

Migration is highly selective in the sense that it is not an activity in which all people are equally likely to be engaged. To be specific, mobility is much higher among the young and the better-educated, as human-capital theory would suggest.

**Age** Age is the single most important factor in determining who migrates. Among Americans in their late twenties, 11.7 percent moved to another region within the United States, or to another country, between 2000 and 2005; for those in their late thirties and late forties, the corresponding percentages were 7.4 and 4.3 percent, respectively.5

There are two explanations for the fact that migration is an activity primarily for the young. First, the younger one is, the longer the period over which benefits from an investment can be obtained, and the larger the present value of these benefits.

---


Second, a large part of the costs of migration is psychic—the losses associated with giving up friends, community ties, and the benefits of knowing one’s way around. As we grow older, our ties to the community become stronger and the losses associated with leaving loom larger.

**Education**  
While age is probably the best predictor of who will move, education is the single best indicator of who will move within an age group. As can be seen from Table 10.1, which presents U.S. migration rates for people aged 30–34, those with college degrees are much more likely to make an out-of-state move.

One cost of migration is that of applying and interviewing for job offers. If one’s occupation has a national (or international) labor market, as is the case for many college graduates, recruiters visit college campuses, and arrangements for interviews requiring fly-ins are commonplace—and often at the expense of the employer. However, if the relevant labor market for one’s job is localized,
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The mechanisms for recruiting workers residing in distant areas are less likely to exist, and workers looking for a job far from home will find it relatively costly to interview.

The Role of Distance

Human-capital theory clearly predicts that as migration costs rise, the flow of migrants will fall. The costs of moving increase with distance for two reasons. First, acquiring trustworthy information (often from friends or colleagues) on opportunities elsewhere is easier—especially for workers whose jobs are in “local” labor markets—when employment prospects are closer to home. Second, the time and money cost of a move and for trips back to see friends and relatives, and hence the psychic costs of the move, rise with distance.

Interestingly, lack of education appears to be a bigger deterrent to long-distance migration than does age (other influences held constant), a fact that can shed some light on whether information costs or psychic costs are the primary deterrent. As suggested by our arguments in the previous section, the age deterrent is closely related to psychic costs, while educational level and ease of access to information are closely linked. The apparently larger deterrent of educational level suggests that information costs may have more influence than psychic costs on the relationship between migration and distance.6

The Earnings Distribution in Sending Countries and International Migration

To this point, our examples of factors that influence geographic mobility have related to domestic migration, but the influences of age, access to information, the potential gains in earnings, and distance are all relevant to international

---


---

### Table 10.1

**U.S. Migration Rates for People Aged 30–34, by Educational Level, 2000–2005**

<table>
<thead>
<tr>
<th>Educational Level (in Years)</th>
<th>Moving out of State (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>9–11</td>
<td>14.7</td>
</tr>
<tr>
<td>12</td>
<td>11.9</td>
</tr>
<tr>
<td>13–15</td>
<td>13.2</td>
</tr>
<tr>
<td>16</td>
<td>17.6</td>
</tr>
<tr>
<td>17 or more</td>
<td>27.3</td>
</tr>
</tbody>
</table>

Economic theory suggests that those with longer time horizons are more likely to make human-capital investments. Can we see evidence of this theoretical implication in the horizons of people who are most likely to migrate? A recent paper explores the possibility that people who give greater weight to the welfare of their children and grandchildren have a higher propensity to bear the considerable costs of immigration.

Before 1989, the Soviet Union made it difficult, although not impossible, for Jews to emigrate. Applying for emigration involved heavy fees; moreover, the applicant’s property was often confiscated and his or her right to work was often suspended. However, after the collapse of the Soviet Union in 1989, these hassles were eliminated. The monetary benefits of migrating were approximately the same before and after 1989, but the costs fell considerably.

How did migrants from the earlier period—who were willing to bear the very high costs—differ from those who emigrated only when the costs were reduced? The study finds evidence that Jewish women who migrated to Israel during the earlier period brought with them larger families (on average, 0.4 to 0.8 more children) than otherwise similar migrants in the later period. This suggests that the benefits of migration to children may have been a decisive factor in the decision to migrate during the pre-1989 period.

Likewise, a survey of women aged 51 to 61 shows that grandmothers who have immigrated to the United States spend over 200 more hours per year with their grandchildren than American-born grandmothers. They are also more likely to report that they consider it important to leave an inheritance (rather than spending all their wealth on themselves).

Thus, there is evidence consistent with the theoretical implication that those who invest in immigration have longer time horizons (in the sense of putting greater weight on the welfare of their children and grandchildren) than those who do not.


migration as well. Additionally, because immigrants are self-selected and the costs of immigration are so high, personal discount rates (or orientation toward the future) are critical and likely to be very different for immigrants and nonmigrants. That is, as illustrated in Example 10.2, immigrants—like others who make significant investments in human capital—are more likely to have lower-than-average personal discount rates.

One aspect of the potential gains from migration that is uniquely important when analyzing international flows of labor is the distribution of earnings in the sending as compared with the receiving country. The relative distribution of earnings can help us predict which skill groups within a sending country are most likely to emigrate.

Some countries have a more compressed (equal) earnings distribution than is found in the United States. In these countries, the average earnings differential
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between skilled and unskilled workers is smaller, implying that the returns to human-capital investments are lower than in the United States. Skilled and professional workers from these countries (northern European countries are most notable in this regard) have the most to gain from emigration to the United States. Unskilled workers in countries with more equality of earnings are well paid compared with unskilled workers here and thus have less incentive to move. Immigrants to the United States from these countries, therefore, tend to be more skilled than the average worker who does not emigrate.

In countries with a less equal distribution of earnings than is found in the United States, skilled workers do relatively well, but there are large potential gains to the unskilled from emigrating to the United States. These unskilled workers may be blocked from making human-capital investments within their own countries (and thus from taking advantage of the high returns to such investments that are implied by the large earnings differentials). Instead, their human-capital investment may take the form of emigrating and seeking work in the United States. Less-developed countries tend to have relatively unequal earnings distributions, so it is to be expected that immigrants from these countries (and especially Mexico, which is closest) will be disproportionately unskilled.

The Returns to International and Domestic Migration

We have seen that migrants generally move to places that allow them greater earnings opportunities. How great these earnings increases are for individual migrants depends on the reasons and preparation for the move.

Internal Migration for Economic Reasons The largest earnings increase from migration can be expected among those whose move is motivated by a better job offer and who have obtained this offer through a job-search process undertaken before quitting their prior jobs. A study of men and women in their twenties who were in this category found that for moves in the 1979–1985 period, earnings increased 14 percent to 18 percent more than earnings of nonmigrants. Even those who quit voluntarily and migrated for economic reasons without a prior job search earned 6 percent to 9 percent more than if they had stayed put.\(^8\) The returns for women and men who migrated for economic reasons were very similar.

Family Migration Most of us live in families, and if there is more than one employed person in a family, the decision to migrate is likely to have different earnings effects on the members. You will recall from chapter 7 that there is more than one plausible model for how those who live together actually make joint labor supply decisions, but with migration, a decision to move might well be made if the family as a whole experiences a net increase in total earnings. Total

\(^8\)Kristen Keith and Abagail McWilliams, “The Returns to Mobility and Job Search by Gender,” Industrial and Labor Relations Review 52 (April 1999): 460–477.
family earnings, of course, could be increased even if one partner’s earnings were to fall as a result of the move, as long as the other partner experienced relatively large gains. Considering family migration decisions raises the issue of tied movers—those who agree to move for family reasons, not necessarily because the move improves their own earnings.

Among those in their twenties who migrated in the 1979–1985 period, quitting jobs and moving for family reasons caused earnings to decrease by an average of 10 percent to 15 percent—although searching for a new job before moving apparently held wage losses to zero. Clearly, migrating as a tied mover can be costly to an individual. Women move more often than men for family reasons, but as more complete college or graduate school and enter careers, their willingness to move for family reasons may fall. The growing preference among college-educated couples for living in large urban areas, where both people have access to many alternative job opportunities without moving, reflects the costs of migrating as a tied mover.

**Returns to Immigration** Comparing the earnings of international immigrants with what they would have earned had they not emigrated is generally not feasible, owing to a lack of data on earnings in the home country—although a comparison of the wages received by Mexican immigrants in the United States with those paid to comparable workers in Mexico suggests that the gain from crossing the border was in the range of $9,000 to $16,000 per year in 2000 (a large percentage gain, given that the average per capita income in Mexico was $9,700 in that year).

Most studies of the returns to immigration have focused on comparisons of immigrants’ earnings with those of native-born workers in the host country. Figure 10.1 displays, for men who immigrated to the United States decades ago, the path of their earnings relative to those of native-born Americans with similar amounts of labor market experience. While not reflecting the experience of recent immigrants, Figure 10.1 illustrates three generalizations about the relative earnings of immigrants over time. First, immigrants earn substantially less than their native-born counterparts when they first arrive in the United States. Second, each succeeding cohort of immigrants has done less well upon entry than its predecessor. Third, the relative earnings of immigrants rise over time, which means that their earnings rise faster than those of natives, especially in the first 10 years after immigration.

---

9Keith and McWilliams, “The Returns to Mobility and Job Search by Gender.”


Immigrants’ Initial Earnings That immigrants initially earn substantially less than natives is hardly surprising. Even after controlling for the effects of education (the typical immigrant is less educated than the typical native), immigrants earn less owing to their difficulties with English, their unfamiliarity with American employment opportunities, and their lack of an American work history (and employers’ consequent uncertainties about their productivity).

The fall in the initial earnings of successive immigrant groups relative to U.S. natives has been widely studied in recent years. It appears to reflect the fact that immigrants to the United States are coming increasingly from countries with relatively low levels of educational attainment, and they are therefore arriving in the United States with less and less human capital.12

Immigrants Earnings Growth Earnings of immigrants rise relatively quickly, which no doubt reflects their high rates of investment in human capital after arrival. After entry, immigrants typically invest in themselves by acquiring work experience and improved proficiency in English, and these investments raise the wages they can command. For example, one study found that English fluency raises immigrant earnings by an average of 17 percent in the United States, 12 percent in Canada, and 9 percent in Australia. Of course, not all immigrants have the same incentives to become proficient in English. Those who live in enclaves where business is conducted in their native tongue may have reduced incentives
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to learn English, while those who are not able to return to their native countries have greater incentives to invest time and money in mastering English (political refugees are in the latter group; for an analysis, see the Empirical Study at the end of this chapter).\(^\text{13}\)

**Return Migration** It is important to understand that the data underlying Figure 10.1 are from immigrants who remained working in the United States for at least 15 years after first entry. They are the ones for whom the investment in immigration was successful enough that they remained. Many of those for whom immigration does not yield the expected returns decide to return to their country of origin; indeed, about 20 percent of all moves are back to one’s place of origin.\(^\text{14}\) One study found that those who are most likely to return are the ones who were *closest to the margin* (expected the least net gains) when they first decided to come.\(^\text{15}\) Return migration highlights another important fact: immigration, like other human-capital investments, entails risk—and not all such investments work out as hoped.

**Policy Application: Restricting Immigration**

Nowhere are the analytical tools of the economist more important than in the area of immigration policy. Immigration has both economic and cultural consequences, and there is some evidence that people’s views on the desirability of immigration may be based largely on their attitudes toward cultural diversity.\(^\text{16}\) However, the public debate about immigration is most often focused on claims about its economic consequences, so it is important to use economic theory to guide our analysis of these outcomes. After a brief outline of the history of U.S. immigration policy, this section will analyze in detail the economic effects of a
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phenomenon that is currently attracting much discussion in the United States: the immigration of workers whose immigration status is considered “unauthorized,” because they do not have the documentation necessary to legally reside in the country.

**U.S. Immigration History**

The United States is a rich country whose wealth and high standard of living make it an attractive place for immigrants from nearly all parts of the world. For the first 140 years of its history as an independent country, the United States followed a policy of essentially unrestricted immigration (the only major immigration restrictions were placed on Asians and on convicts). The flow of immigrants was especially large after 1840, when U.S. industrialization and political and economic upheavals in Europe made immigration an attractive investment for millions. Officially recorded immigration peaked in the first decade of the twentieth century, when the yearly flow of immigrants was more than 1 percent of the population (see Table 10.2).

**Restrictions** In 1921, Congress adopted the Quota Law, which set annual quotas on immigration on the basis of nationality. These quotas had the effect of reducing immigration from eastern and southern Europe. This act was followed by other laws in 1924 and 1929 that further restricted immigration from southeastern Europe. These various revisions in immigration policy were motivated, in part, by widespread concern over the alleged adverse effect on native employment of the arrival of unskilled immigrants from eastern and southern Europe.

**Table 10.2**

<table>
<thead>
<tr>
<th>Period</th>
<th>Number (in Thousands)</th>
<th>Annual Rate (per Thousand of U.S. Population)</th>
<th>Year</th>
<th>Number (in Thousands)</th>
<th>Annual Rate (per Thousand of U.S. Population)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1901–1910</td>
<td>8,795</td>
<td>10.4</td>
<td>2001</td>
<td>1,059</td>
<td>3.7</td>
</tr>
<tr>
<td>1911–1920</td>
<td>5,736</td>
<td>5.7</td>
<td>2002</td>
<td>1,059</td>
<td>3.7</td>
</tr>
<tr>
<td>1921–1930</td>
<td>4,107</td>
<td>3.5</td>
<td>2003</td>
<td>704</td>
<td>2.4</td>
</tr>
<tr>
<td>1931–1940</td>
<td>528</td>
<td>0.4</td>
<td>2004</td>
<td>958</td>
<td>3.3</td>
</tr>
<tr>
<td>1941–1950</td>
<td>1,035</td>
<td>0.7</td>
<td>2005</td>
<td>1,122</td>
<td>3.8</td>
</tr>
<tr>
<td>1951–1960</td>
<td>2,515</td>
<td>1.5</td>
<td>2006</td>
<td>1,266</td>
<td>4.2</td>
</tr>
<tr>
<td>1961–1970</td>
<td>3,322</td>
<td>1.7</td>
<td>2007</td>
<td>1,052</td>
<td>3.5</td>
</tr>
<tr>
<td>1971–1980</td>
<td>4,389</td>
<td>2.0</td>
<td>2008</td>
<td>1,107</td>
<td>3.6</td>
</tr>
<tr>
<td>1991–2000*</td>
<td>9,082</td>
<td>3.4</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In 1965, the passage of the Immigration and Nationality Act abolished the quota system based on national origin that so heavily favored northern and western Europeans. Under this law, as amended in 1990, overall immigration is formally restricted, with most spots reserved for family-reunification purposes and relatively few (roughly 20 percent) reserved for immigrants with special skills who are admitted for employment purposes. Political refugees, who must meet certain criteria relating to persecution in their home countries, are admitted without numerical limit. The fact that immigration to the United States is a very worthwhile investment for many more people than can legally come, however, has created incentives for people to live in the country without official approval.

Unauthorized Immigration

Unauthorized immigration can be divided into two categories of roughly equal size: immigrants who enter legally but overstay or violate the provisions of their visas, and those who enter the country illegally. Roughly 30 million people enter the United States each year under nonimmigrant visas, usually as students or visitors. Once here, the foreigner can look for work, although working at a job under a student’s or visitor’s visa is not authorized. If the student or visitor is offered a job, he or she can apply for an “adjustment of status” to legally become a permanent resident, although the chances for approval as an employment-based immigrant are slim for the ordinary worker. Many immigrants, however, enter the country without a visa. Immigrants from the Caribbean often enter through Puerto Rico, whose residents are U.S. citizens and thus are allowed free entry to the mainland. Others walk across the Mexican border. Still others are smuggled into the United States or use false documents to get through entry stations. Between 1990 and 2007, the yearly increase in the number of unauthorized immigrants was estimated to be in the range of 350,000 to 580,000; however, with the recession of 2008 and 2009, many apparently left. An estimated population of 11.8 million unauthorized immigrants in 2007 was down to 10.8 million (or some 3.5 percent of the overall U.S. population) in 2009. Almost three-quarters of all unauthorized immigrants are from Mexico (62 percent) and Central America (12 percent).

As of 2010, Americans were split over what to do about unauthorized immigration. There were calls for the enhancement of border security, especially along the Mexican border, accompanied by assertions that such immigration was harmful to Americans as a whole—by increasing the population of unskilled workers, reducing the wages of native-born workers, and putting greater demands on government spending than the unauthorized immigrants pay in taxes. On the other side, there were assertions that undocumented immigrants are fulfilling a useful economic function by performing tasks that Americans are increasingly less willing to do and that they should be given a path to achieve legal residency. Before

we turn to an economic analysis of the effects of immigration on the receiving country, we will briefly describe the immigrants from Mexico, who are the focus of the current debate.

**Immigrants from Mexico**  Immigration to the United States from Mexico—both authorized and unauthorized—is large, for two reasons: the huge differential in income per capita between the two countries and the fact that they share a long border. In 2007, when almost 12 million Mexican immigrants were living in the United States, they constituted roughly one-third of the entire foreign-born population. Of the 12 million, about half were undocumented.

Earlier, we reviewed theory suggesting that for a country with a wider distribution of earnings than is found in the United States, we would expect emigration to the United States to come largely from the lower end of its skill distribution. While the typical Mexican immigrant is less educated than the average American, because educational levels are generally lower in Mexico, the most recent immigrants from Mexico come from the middle of Mexico’s skill distribution, not the bottom. For example, let us focus on Mexican men between the ages of 28 and 37. In Mexico, 23 percent of this group has between 10 and 15 years of schooling; however, among recent immigrants to the United States, 40 percent were in this educational group. In contrast, while in Mexico about two-thirds of this age group have less than 10 years of schooling, only about half of those who emigrate from Mexico have less than 10 years of education. Why is the middle of the Mexican educational distribution overrepresented in the immigrant group, not the lower level?

The cost of crossing the border is high, and it has become higher after the United States increased border surveillance in 2002 and beyond. Surveys done in areas of Mexico that are the source of much emigration to the United States suggest that between 80 and 95 percent of undocumented entrants use the services of a smuggler (“coyote”), whom they pay—in advance—to facilitate their crossing. The average fee charged by coyotes in 2004 was reported to be $1,680—a substantial fraction of the yearly per-capita income in Mexico. Furthermore, the chances one will spend this money and still get caught (and returned to Mexico) are about 1 in 3. While estimates suggest that this investment can be recouped in 8–11 weeks of work, the fee represents a significant credit constraint that the poorest Mexicans probably cannot overcome.

The policies people advocate are based on their beliefs about the consequences of immigration for employers, consumers, taxpayers, and workers of various skill levels and ethnicities. Nearly everyone with an opinion on this subject has an economic model implicitly or explicitly in mind when addressing these consequences; the purpose of the following sections is to make these economic models explicit and to evaluate them.

---

Naive Views of Immigration

There are two opposing views of illegal immigration that can be considered naive. One view is that every employed illegal immigrant deprives a citizen or legal resident of a job. For example, a Department of Labor official told a House committee studying immigration: “I think it is logical to conclude that if they are actually employed, they are taking a job away from one of our American citizens.” According to this view, if \( x \) illegal immigrants are deported and others kept out, the number of unemployed Americans would decline by \( x \).

At the opposite end of the policy spectrum is the equally naive argument that the illegals perform jobs no American citizen would do: “You couldn’t conduct a hotel in New York, you couldn’t conduct a restaurant in New York . . . if you didn’t have rough laborers. We haven’t got the rough laborers anymore. . . . Where are we going to get the people to do that rough work?”

Both arguments are simplistic because they ignore the slopes of the demand and supply curves. Consider, for example, the labor market for the job of “rough laborer”—any job most American citizens find distasteful. Without illegal immigrants, the restricted supply of Americans to this market would imply a relatively high wage (\( W_1 \) in Figure 10.2). \( N_1 \) citizens would be employed. If illegal immigrants entered the market, the supply curve would shift outward and perhaps flatten (implying that immigrants were more responsive to wage increases for
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rough laborers than citizens were). The influx of illegals would drive the wage down to \( W_2 \), but employment would increase to \( N_2 \).

Are Americans unwilling to do the work of rough laborers? Clearly, at the market wage of \( W_2 \), many more immigrants are willing to work at the job than U.S. citizens are. Only \( N_3 \) citizens would want these jobs at this low wage, while the remaining supply (\( N_2 - N_3 \)) is made up entirely of immigrants. If there were no immigrants, however, \( N_1 \) Americans would be employed at wage \( W_1 \) as rough laborers. Wages would be higher, as would the prices of the goods or services produced with this labor, but the job would get done. The only shortage of American citizens is at the low wage of \( W_2 \); at \( W_1 \), there is no shortage (review chapter 2 for a discussion of labor shortages).

Would deporting those illegal immigrants working as rough laborers create the same number of jobs for U.S. citizens? The answer is clearly no. If the \( N_2 - N_3 \) immigrants working as laborers at wage \( W_2 \) were deported and all other illegal immigrants were kept from the market, the number of Americans employed as laborers would rise from \( N_3 \) to \( N_1 \) and their wages would rise from \( W_2 \) to \( W_1 \) (Figure 10.2). \( N_2 - N_1 \) jobs would be destroyed by the rising wage rate associated with deportation. Thus, while deportation would increase the employment and wage levels of Americans in the market for laborers, it would certainly not increase employment on a one-for-one basis.

There is, however, one condition in which deportation would create jobs for American citizens on a one-for-one basis: when the federal minimum wage law creates a surplus of labor. Suppose, for example, that the supply of “native” laborers is represented by \( ABS_1 \) in Figure 10.3 and the total supply is represented by \( ACS_2 \). Because an artificially high wage has created a surplus, only \( N \) of the \( N' \) workers willing to work at the minimum wage can actually find employment. If some of them are illegal immigrants, deporting them—coupled with successful efforts to deny other immigrants access to these jobs—would create jobs for a comparable number of Americans. However, the demand curve would have to intersect the domestic supply curve (\( ABS_1 \)) at or to the left of point \( B \) to prevent the wage level from rising (and thus destroying jobs) after deportation.

The analyses above ignore the possibility that if low-wage immigrant labor is prevented from coming to the jobs, employers may transfer the jobs to countries with abundant supplies of low-wage labor. Thus, it may well be the case that unskilled American workers are in competition with foreign unskilled workers anyway, whether those workers are employed in the United States or elsewhere. However, not all unskilled jobs can be moved abroad, because not all outputs can be imported (most unskilled services, for example, must be performed at the place of consumption); therefore, our analyses will continue to focus on situations in which the “export” of unskilled jobs is infeasible or very costly.

---

20For a study suggesting that for every five Vietnamese manicurists who immigrated to California, a net of three new jobs were created, see Maya N. Federman, David E. Harrington, and Kathy J. Krynski, “Vietnamese Manicurists: Are Immigrants Displacing Natives or Finding New Nails to Polish?” *Industrial and Labor Relations Review* 59 (January 2006): 302–318.
An Analysis of the Gainers and Losers

The claim that immigration is harmful to American workers is often based on a single-market analysis like that contained in Figure 10.2, where only the effects on the market for rough labor are examined. As far as it goes, the argument is plausible. When immigration increases the supply of rough laborers, both the wages and the employment levels of American citizens working as laborers are reduced. The total wage bill paid to American laborers falls from $W_1N_1B$ in Figure 10.2 to $W_2N_2D$. Some American workers leave the market in response to the reduced wage, and those who stay earn less. Even if the immigration of unskilled labor were to adversely affect domestic laborers, however, it would be a mistake to conclude that it is necessarily harmful to Americans as a whole.

Consumers  Immigration of “cheap labor” clearly benefits consumers using the output of this labor. As wages are reduced and employment increases, the goods and services produced by this labor are increased in quantity and reduced in price. Indeed, a recent study suggests that the influx of low-skilled immigrants (who presumably provide household and childcare services) has made it easier for American college-educated women to pursue careers while simultaneously rearing children.21

---

Employers Employers of rough labor (to continue our example) are obviously benefited, at least in the short run. In Figure 10.2, profits are increased from $W_1AB$ to $W_2AC$. This rise in profitability will have two major effects. By raising the returns to capital, it will serve as a signal for investors to increase investments in plant and equipment. Increased profits will also induce more people to become employers. The increases in capital and the number of employers will eventually drive profits down to their normal level, but in the end, the country’s stock of capital is increased and opportunities are created for some workers to become owners.

Scale and Substitution Effects Our analysis of the market for laborers assumed that the influx of immigrants had no effect on the demand curve (which was held fixed in Figure 10.2). This is probably not a bad assumption when looking at just one market, because the fraction of earnings immigrant laborers spend on the goods and services produced by rough labor may be small. However, immigrants do increase the population of consumers in the United States, thereby increasing the demand for mechanics, bus drivers, retail clerks, teachers, construction workers, and so forth (see Figure 10.4). Thus, workers who are not close substitutes for unskilled immigrant labor may benefit from immigration because of the increase in consumer demand.

Recall from chapter 3 that if the demand for skilled workers increases when the wage of unskilled labor falls, the two grades of labor are *gross complements*. Assuming skilled and unskilled labor are substitutes in the production process, the only way they could be gross complements is if the *scale effect* of a decline in the unskilled wage dominated the substitution effect. In the case of immigration,
we may suppose the scale effect to be very large, because as the working population rises, aggregate demand is increased. While theoretical analysis cannot prove that the demand for skilled workers is increased by the immigration of unskilled labor if the two grades of labor are substitutes in the production process, it can offer the above observation that an increase in demand for skilled workers remains a distinct possibility. Of course, any type of labor that is complementary with unskilled labor in the production process—supervisory workers, for example—can expect to gain from an influx of unskilled immigrants.

**Empirical Estimates of the Effects on Natives**  
Because of the intense concern about the effects of illegal immigration on American workers, much of the empirical work has focused on the effects of an influx of low-skilled immigrants on those in the United States, especially in low-skilled sectors. Broadly speaking, there are two general approaches taken by these studies.

One approach is to look at how the proportion of unskilled immigrants in cities affects the wages of natives, especially less-skilled workers, in those cities. In these studies, care must be taken to account for the likelihood that immigrants will go to cities with the best opportunities. Once account is taken of this likelihood, most studies taking this approach find that the influx of low-skilled immigrants in the last two decades has had rather small (or even negligible) effects on the wages of workers with a high school education or less.²² A variant of this approach is summarized in Example 10.3.

Some economists argue, however, that estimating the effects of immigration using cities as units of observation biases the estimated wage effects on natives toward zero. They argue that many low-skilled natives respond to an influx of immigrants (who compete with them for jobs) by leaving the city and that these studies thus fail to measure the ultimate effects on their wages. Whether natives respond to immigration in this way, and—if so—how quickly, is a factual issue that has not been settled.²³

The possibility that area-based studies produce biased results because natives migrate in response to immigration has led to a second approach to estimating the effects of immigration on natives—a methodology that analyzes, at the national level, how the wages in specific human-capital groups (defined by education and experience) are affected over time by changes in the immigrant composition of those groups. This approach requires making assumptions about (a) the degree of substitutability between immigrants and natives within human-capital groups and (b) the response of capital investments over time to changes in labor supplies. The results using this second approach are highly affected by these assumptions. One such study concluded that immigration between 1980 and 2000

---


²³Card, “Immigration and Inequality.”
EXAMPLE 10.3

The Mariel Boatlift and Its Effects on Miami’s Wage and Unemployment Rates

Between May and September of 1980, some 125,000 Cubans were allowed to emigrate to Miami from the port of Mariel in Cuba. These immigrants, half of whom permanently settled in Miami, increased Miami’s overall labor force by 7 percent in under half a year. Because two-thirds of “the Mariels” had not completed high school, and because unskilled workers made up about 30 percent of Miami’s workforce, it is likely that the number of unskilled workers in Miami increased by 16 percent or more during this short period! Such a marked and rapid increase in labor market size is highly unusual, but it provides an interesting “natural experiment” on the consequences of immigration for a host area.

If immigration has negative effects on wages in the receiving areas, we would expect to observe that the wages of Miami’s unskilled workers fell relative to the wages of its skilled workers and relative to the wages of unskilled workers in otherwise comparable cities. Neither relative decline occurred; in fact, the wages of unskilled black workers in Miami actually rose relative to wages of unskilled blacks in four comparison cities (Atlanta, Los Angeles, Houston, and Tampa). Similarly, the unemployment rate among low-skilled blacks in Miami improved, on average, relative to that in other cities during the five years following the boatlift. Among Hispanic workers, there was an increase in Miami’s unemployment rate relative to that in the other cities in 1981, but from 1982 to 1985, the Hispanic unemployment rate in Miami fell faster than in the comparison cities.

What accounts for the absence of adverse pressures on the wages and unemployment rates of unskilled workers in the Miami area? First, concurrent rightward shifts in the demand curve for labor probably tended to offset the rightward shifts in labor supply curves.

Second, it also appears that some residents left Miami in response to the influx of immigrants and that other potential migrants went elsewhere; the rate of Miami’s population growth after 1980 slowed considerably relative to that of the rest of Florida, so that by 1986, its population was roughly equal to what it was projected to be by 1986 before the boatlift. For locational adjustments of residents and potential immigrants to underlie the lack of wage and unemployment effects, these adjustments would have to have been very rapid. Their presence reinforces the theoretical prediction, made earlier in this chapter, that migration flows are sensitive to economic conditions in both sending and receiving areas.


reduced the average wages of natives by less than half a percent in the short run, and increased their wages by a similar magnitude in the long run; others have found effects that are somewhat more negative but still can be characterized as small.24 Researchers do agree, however, that the group of workers most likely to

---

experience any negative wage effects from increased immigration are prior immigrants (who are the closest substitutes for new immigrants). 25

It seems fair to say, then, that it is not entirely clear how immigration of less-skilled workers to the United States has affected the wages, on average, of native workers. There is general agreement among researchers that if there are negative effects on the wages of natives, they will be felt mostly in the market for the less-skilled (those with high school educations or less)—that is, among those with whom immigrants are most substitutable. The larger question about immigration, however, is whether the losses of low-skilled native workers occur in the context of an overall gain to Americans as a whole. If so, as with the case of technological change analyzed earlier (see the end of chapter 4), an important focus of immigration policy should be on shifting some of the overall gains from immigration to those who suffer economic losses because of it. We turn next to an analysis of the economic effects of immigration—especially unauthorized immigration—on society as a whole.

Do the Overall Gains from Immigration Exceed the Losses?

So far, we have used economic theory to analyze the likely effects of immigration on various groups of natives, including consumers, owners, and skilled and unskilled workers. Theory suggests that some of these groups should be clear-cut gainers; among these are owners, consumers, and workers who are complements in production with immigrants. Workers whose labor is highly substitutable in production with immigrant labor are the most likely losers from immigration, while the gains or losses for other groups of native workers are theoretically unpredictable, owing to potentially offsetting influences of the substitution and scale effects.

In this section, we use economic theory to analyze a slightly different question: “What does economic theory say about the overall effects of immigration—particularly unauthorized immigration—on the host country?” Put in the context of the normative criteria presented in chapter 1, this section asks, “If there are both gainers and losers from immigration among natives in the host country, is it likely that the gainers would be able to compensate the losers and still feel better off?” The answer to this question will be yes if immigration increases the aggregate disposable income of natives.

What Do Immigrants Add? Immigrants, whether authorized or undocumented, are both consumers and producers, so whether their influx makes those already residing in the host country richer or poorer, in the aggregate, depends on how much the immigrants add to overall production as compared with how much they consume. Let us take a simple example of elderly immigrants allowed into the

25 Hanson, The Economic Consequences of the International Migration of Labor.”
country to reunite with their adult children. If these immigrants do not work, and if they are dependent on their children or on American taxpayers for their consumption, then clearly the overall per capita disposable income among natives must fall. (This decline, of course, could well be offset by the increased utility of the reunited families, in which case it would be a price the host country might be willing to pay.)

If immigrants work after their arrival, our profit-maximizing models of employer behavior suggest that they will be paid no more than the value of their marginal revenue product. Thus, if they rely only on their own earnings to finance their consumption, immigrants who work do not reduce the per capita disposable income of natives in the host country. Moreover, if immigrant earnings are not equal to the full value of the output they add to the host country, then the total disposable income of natives will increase.

**Immigrants, Taxes, and Public Subsidies**  Most host countries (including the United States) have government programs that may distribute benefits to immigrants. If the taxes paid by immigrants are sufficient to cover the benefits they receive from such programs, then the presence of these immigrants does not threaten the per capita disposable income of natives. Indeed, some government programs, such as national defense, are true “public goods” (whose costs are not increased by immigration), and any taxes paid by immigrants help natives defray the expenses of these programs. However, if immigrants are relatively high users of government support services, and if the taxes they pay do not cover the value of their benefits, then it is possible that the “fiscal burden” of immigration could be large enough to reduce the aggregate income of natives.

Studies of the net fiscal effects of recent authorized immigration suggest that these effects—measured both immediately and over the lifetimes of the immigrants and their descendants—are apparently small. That is, authorized immigrants and their descendants typically pay about the same in taxes as they receive in government benefits; moreover, a recent study suggests that immigrants may even be less likely to put a burden on their host communities than the native-born. But what can be said about the likely fiscal effects of unauthorized immigration?

**Overall Effects of Unauthorized Immigration**  Undocumented immigration has been the major focus in recent years of the immigration policy debate in the United States. It is widely asserted that these generally low-skilled workers are the beneficiaries of many government services, and that their undocumented status both allows them to escape taxation and is probably associated with a relatively high propensity to commit crimes. There are good reasons to doubt all three assertions; in fact, unauthorized immigration may be more likely to increase native incomes than officially sanctioned immigration!

---

First, undocumented immigrants come mainly to work. Therefore, they clearly add to the production of domestic goods and services. Second, while unauthorized immigrants do receive emergency-room treatment and their children do get schooling, they are ineligible for most government programs (welfare, food stamps, Social Security, unemployment insurance) that transfer resources to low-income citizens. Moreover, as Example 10.4 discusses, poorly educated immigrants—most of whom will be undocumented—are much less likely to be incarcerated than similarly educated natives!

---

**Example 10.4**

Illegal Immigrants, Personal Discount Rates, and Crime

Immigrants to the United States, including those here illegally, are far less likely than the native-born to commit the kinds of violent or property crimes for which incarceration is the punishment. In 2000, for example, 3.4 percent of native-born Americans were institutionalized, with most of those in prison (the rest were in mental hospitals, drug treatment centers, or long-term-care facilities). In contrast, among immigrants, the rate of institutionalization was roughly one-fifth as high (at 0.7 percent). Among those with less than a high school education, a group in which crime rates are higher than average, the gap in the percentage institutionalized between the native-born and immigrants was even larger: 11 percent for the native-born, compared to 1 percent for immigrants.

While there could be several factors affecting the differential rates of incarceration, one reason for the difference may be rooted in a characteristic that human-capital theory implies that immigrants will possess: a lower-than-average personal discount rate. Immigrants, whether legal or illegal, are self-selected individuals who are willing to bear considerable costs to enter and adapt to a new country with the expectation of benefits that may lie well into the future. Among a group of people facing the same current costs and future benefits, then, those most willing to leave their country of origin and emigrate to a new one are those with relatively low discount rates (that is, they are the most future-oriented).

People who commit crimes tend to be present-oriented; in economic terms, they have relatively high discount rates. For criminals, the perceived gains from their criminal act are in the present, while the costs—if caught—are in the future. With high discount rates, these future costs look relatively small compared to the current gains. Therefore, economic theory suggests that immigrants and criminals are likely to have very different orientations toward the future.

Within the general populace of any country, there will be a wide distribution of discount rates, and some of those who have high discount rates may turn to crime. However, immigrants are self-selected individuals who tend to have relatively low personal rates of discount, and therefore, it is not surprising that criminality among immigrants is so low.

Third, despite their wish to hide from the government, unauthorized immigrants cannot avoid paying most taxes (especially payroll, sales, and property taxes); indeed, one study indicated that 75 percent of undocumented immigrants had income taxes withheld but that relatively few filed for a refund. Additionally, since immigration reform legislation was passed in 1986, the typical way that undocumented immigrants qualify for jobs in the United States is to purchase a fake Social Security card. Employers then deduct payroll taxes and remit them to the government, and starting in the mid-1980s, the revenues that cannot be matched to a valid Social Security number (and therefore will not result in a future retirement payment) have risen dramatically—probably because of unauthorized immigration.

Thus, we cannot rule out the possibility that despite governmental efforts to prohibit it, the “transaction” of unauthorized immigration is—to use the normative terminology of chapter 1—Pareto-improving. The immigrants themselves clearly gain (otherwise they would go back home), and the size of the gains experienced by Mexican immigrants relative to their incomes in Mexico suggest that these gains are large. Some natives clearly gain, while others may lose, but we have just seen that it is quite likely that the aggregate gain to natives is positive. Thus, economic theory suggests that, with an overall gain to society, a critical part of the policy debate on unauthorized immigration should focus on programs or policies that would tax the likely gainers in order to compensate those most likely to lose from such immigration. We will return in chapter 16 to the issue of how best to compensate those who lose from policies that benefit society in general.

### Employee Turnover

While this chapter has focused so far on the underlying causes and consequences of geographic mobility, it is important to remember that the mobility of employees among employers (also known as “turnover” or “separations”) can take place without a change of residence. We noted in chapter 5 that employees generally find it costly to search for alternative job offers, and in this section, we use the principles of our human-capital model to highlight certain patterns in employee turnover.

Growing from our discussions in chapters 8 and 9, we would expect that individuals differ in their personal discount rates and in the psychic costs they attach to quitting one employer to find another. These differences imply that some workers are much more likely than others to move among employers, even if those in both groups face the same set of wage offers. Indeed, one study found

---


that almost half of all turnover over a three-year period involved the 13 percent of workers who had three or more separations during the period.\textsuperscript{30} Despite individual idiosyncrasies, however, there are clearly \textit{systematic} factors that influence the patterns of job mobility.

\section*{Wage Effects}

Human-capital theory predicts that, \textit{other things equal}, a given worker will have a greater probability of quitting a low-wage job than a higher-paying one. That is, workers employed at lower wages than they could obtain elsewhere are the most likely to quit. Indeed, a very strong and consistent finding in virtually all studies of worker quit behavior is that, holding worker characteristics constant, employees in industries with lower wages have higher quit rates. At the level of individual workers, research indicates that those who change employers have more to gain from a job change than those who stay and that, indeed, their wage growth after changing is faster than it would have been had they stayed.\textsuperscript{31}

\section*{Effects of Employer Size}

From Table 10.3, it can be seen that \textit{quit rates tend to decline as firm size increases}. One explanation for this phenomenon is that large firms offer more possibilities for transfers and promotions. Another, however, builds on the fact that large firms generally pay higher wages.\textsuperscript{32} This explanation asserts that large firms tend to have highly mechanized production processes, where the output of one work team is highly dependent on that of production groups preceding it in the production chain. Larger firms, it is argued, have greater needs for dependable and steady workers because employees who shirk their duties can impose great costs on a highly interdependent production process. Large firms, then, establish “internal labor markets” for the reasons suggested in chapter 5; that is, they hire workers at entry-level jobs and carefully observe such hard-to-screen attributes as reliability, motivation, and attention to detail. Once having invested time and effort in selecting the best workers for its operation, a large firm finds it costly for such workers to quit. Thus, large firms pay high wages to reduce the probability


Gender Differences

It has been widely observed that women workers have higher quit rates, and therefore shorter job tenures, than men. To a large degree, this higher quit rate probably reflects lower levels of firm-specific human-capital investments. We argued in chapter 9 that the interrupted careers of “traditional” women workers rendered many forms of human-capital investment less beneficial than would otherwise be the case, and lower levels of firm-specific training could account for lower wages, lower job tenures, and higher quit rates. In fact, once the lower wages and shorter careers of women are controlled for, there appears to be no difference between the sexes in the propensity to quit a job, especially among those with more than a high school education.

Cyclical Effects

Another implication of human-capital theory is that workers will have a higher probability of quitting when it is relatively easy for them to obtain a better job quickly. Thus, when labor markets are tight (jobs are more plentiful relative to job seekers), one would expect the quit rate to be higher than when labor markets are
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Table 10.3
Monthly Quit Rates per 100 Workers by Firm Size, Selected Industries (1977–1981 Averages)

<table>
<thead>
<tr>
<th>Industry</th>
<th>&lt;250</th>
<th>250–499</th>
<th>500–999</th>
<th>1,000 and Over</th>
</tr>
</thead>
<tbody>
<tr>
<td>All manufacturing</td>
<td>3.28</td>
<td>3.12</td>
<td>2.40</td>
<td>1.50</td>
</tr>
<tr>
<td>Food and kindred products</td>
<td>3.46</td>
<td>4.11</td>
<td>3.95</td>
<td>2.28</td>
</tr>
<tr>
<td>Fabricated metal products</td>
<td>3.33</td>
<td>2.64</td>
<td>2.12</td>
<td>1.20</td>
</tr>
<tr>
<td>Electrical machinery</td>
<td>3.81</td>
<td>3.12</td>
<td>2.47</td>
<td>1.60</td>
</tr>
<tr>
<td>Transportation equipment</td>
<td>3.90</td>
<td>2.78</td>
<td>2.21</td>
<td>1.41</td>
</tr>
</tbody>
</table>


---

33This argument is developed more fully and elegantly in Walter Oi, “Low Wages and Small Firms,” in Research in Labor Economics, vol. 12, ed. Ronald Ehrenberg (Greenwich, Conn.: JAI Press, 1991).
loose (few jobs are available and many workers are being laid off). This prediction is confirmed in studies of time-series data. Quit rates tend to rise when the labor market is tight and fall when it is loose. One measure of tightness is the unemployment rate; the negative relationship between the quit rate and unemployment can be readily seen in Figure 10.5.

**Employer Location**

Economic theory predicts that when the costs of quitting a job are relatively low, mobility is more likely. Industries with high concentrations of employment in urban areas, where a worker’s change of employer does not necessarily require investing in a change of residence, appear to have higher rates of turnover (holding wage rates and employee age constant) than industries concentrated in nonmetropolitan areas.\(^{36}\)

**International Comparisons**

It is also possible that the costs of job changing vary internationally. Indeed, Table 10.4 indicates that, on average, American workers have been with their current employers fewer years than workers in most other developed
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### Table 10.4
Average Job Tenure, Selected Countries, 1995

<table>
<thead>
<tr>
<th>Country</th>
<th>Men</th>
<th>Women</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>7.1</td>
<td>5.5</td>
</tr>
<tr>
<td>Canada</td>
<td>8.8</td>
<td>6.9</td>
</tr>
<tr>
<td>France</td>
<td>11.0</td>
<td>10.3</td>
</tr>
<tr>
<td>Germany</td>
<td>10.6</td>
<td>8.5</td>
</tr>
<tr>
<td>Japan</td>
<td>12.9</td>
<td>7.9</td>
</tr>
<tr>
<td>Netherlands</td>
<td>9.9</td>
<td>6.9</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>8.9</td>
<td>6.7</td>
</tr>
<tr>
<td>United States</td>
<td>7.9</td>
<td>6.8</td>
</tr>
</tbody>
</table>


economies, particularly those in Europe and Japan. We do not know why Americans are more mobile than most others, but one possibility is that they receive lower levels of company training, which could be both a cause and an effect of shorter expected job tenure. Another possibility, however, is that the costs of mobility are lower in the United States (despite the fact that Japan and Europe are more densely populated and hence more urban). What would create these lower costs?

Some argue that housing policies in Europe and Japan increase the costs of residential, and therefore job, mobility. Germany, the United Kingdom, and Japan, for example, have had controls on the rent increases that landlords can charge to existing renters while tending to allow them freedom to negotiate any mutually agreeable rent on their initial lease with the renter. Thus, it is argued that renters who moved typically faced very large rent increases in these countries. Similarly, subsidized housing is much more common in these countries than in the United States, but since it is limited relative to the demand for it, those German, British, or Japanese workers fortunate enough to live in subsidized units have been reluctant (it is argued) to give them up. The empirical evidence on the implications of housing policy for job mobility, however, is both limited and mixed.37

---

We could also hypothesize that the United States, Australia, and Canada, all of which exhibit shorter job tenures than most European countries and Japan, are large, sparsely populated countries that historically have attracted people willing to immigrate from abroad or resettle internally over long distances. In a country of movers, moving may not be seen by either worker or employer as unusual or especially costly.  

**Is More Mobility Better?**

On the one hand, mobility is socially useful because it promotes both individual well-being and the quality of job matches. In chapter 8, we pointed out, for example, that mobility (or at least the threat of mobility) was essential to the creation of compensating wage differentials. Moreover, the greater the number of workers and employers in the market at any given time, the more flexibility an economy has in making job matches that best adapt to a changing environment. Indeed, when focusing on this aspect of job mobility, economists have long worried whether economies have *enough* mobility. A case in point is the concern whether employers have created “job lock” by adopting pension plans and health insurance policies that are not portable if the employee leaves the firm.  

As we saw in chapter 5, mobility costs introduce monopsonistic conditions into the labor market, which will tend to lower wages relative to marginal revenue product.

On the other hand, however, lower mobility costs (and thus greater mobility) among workers also weaken the incentives of both employers and employees to invest in specific training or information particular to a job match. Failure to make these investments, it can be argued, reduces the productive potential of employees.

---

38 One study, for example, found no evidence that American employers stigmatized employees who frequently changed jobs; see Kristen Keith, “Reputation, Voluntary Mobility, and Wages,” *Review of Economics and Statistics* 75 (August 1993): 559–563.

Do Political Refugees Invest More in Human Capital than Economic Immigrants? The Use of Synthetic Cohorts

Individuals who immigrate presumably do so because they believe they will improve their well-being. For some, the decision is motivated primarily by economic considerations, and the timing of the move is both voluntary and planned; this group can be labeled “economic immigrants.” Others may be forced to flee their country of origin for political reasons (often on short notice), and these individuals can often qualify for “refugee” status in the country of destination.

Because refugees have done less advance planning, we might expect that they earn less than comparably skilled economic immigrants immediately upon arrival in their new country. Unlike economic immigrants, however, who can return to their country of origin if the move does not work out, refugees cannot safely return. We might thus suppose that after arrival, refugees also have a greater incentive to invest in human capital (including the mastery of English) and in becoming citizens. Thus, we would expect that their earnings would rise faster than those of economic immigrants.

Ideally, in testing to see whether refugees invest more in human capital and have more rapid earnings growth than economic immigrants, we would like to have data that follow individual immigrants through time. Panel data are very expensive to collect, however, because individuals must be located and interviewed at multiple times. While not a perfect substitute, an alternative to panel data is the use of synthetic cohorts.

For example, one study sampled the earnings, educational level, and proficiency in English—as reported in the 1980 Census of Population—among the cohort of immigrants who came to the United States between 1975 and 1980. The study then sampled, again for those who immigrated in 1975–1980, data on the same variables from the 1990 Census. Because the workers in the 1980 sample are not necessarily the same as those in the 1990 sample (owing to randomized sampling and the possibility that some of those sampled in 1980 had died or had left the United States by 1990), we are not actually obtaining 1990 data on exactly the same group we observed in 1980; for this reason, the 1990 cohort can be called “synthetic” (an artificial representation of the earlier cohort).

If the sampling from both census years is random, and all departures from the sample between 1980 and 1990 were randomly determined, the results from this comparison should produce the same results, on average, as we would obtain if we were following the same individuals from 1980 to 1990. The problem with this use of synthetic cohorts is that the economic immigrants who leave are likely to be those who were least successful here; thus, the measured earnings gain
for the group of economic immigrants from 1980 to 1990 will be biased upward (only those who are relatively successful stay on long enough to be counted in the 1990 data). If economic immigrants with the smallest earnings growth can leave, while refugees cannot, comparisons of the 1980–1990 earnings growth will be biased against finding evidence supportive of the hypothesis that refugees will exhibit greater earnings growth.

Despite the bias discussed earlier, the study found that while the earnings of refugees were 6 percent lower than those of economic immigrants in 1980, they were 20 percent greater by 1990. Moreover, refugees were more likely to be enrolled in school programs in 1980, a higher proportion of them achieved proficiency in English during the 1980s, and more had attained citizenship between 1980 and 1990. These data appear to be consistent with the hypothesis that refugees have greater incentives to invest in human capital than economic immigrants, presumably because they cannot return to their country of origin.


Review Questions

1. The licensing of such occupations as nurses and doctors in the United States requires people in those occupations to pass a test administered by the state in which they seek to work. Saying that “every time a health-care worker moves, some bureaucrat tells him he can’t work,” a national newspaper argued that the United States could reduce health-care costs if it removed state-to-state licensing barriers.
   a. From the perspective of positive economics, what are the labor-market effects of having states, rather than the federal government, license professionals?
   b. Who would gain and who would lose from federalization of occupational licensing?
2. One way for the government to facilitate economic growth is for it to pay workers in depressed areas to move to regions where jobs are more plentiful. What would be the labor-market effects of such a policy?
3. A television program examining the issue of Mexican immigration stated that most economists believe immigration is a benefit to the United States.
   a. State the chain of reasoning underlying this view.
   b. From a normative perspective, is the key issue wage effects on native workers or subsidies of immigrants by the host country? Why?
4. Suppose the United States increases the penalties for illegal immigration to include long jail sentences for illegal workers. Analyze the effects of this increased penalty on the wages and employment levels of all affected groups of workers.
5. Other things equal, firms usually prefer their workers to have low quit rates. However, from a social perspective, quit rates can be too low. Why do businesses prefer low quit rates, and what are the social disadvantages of having such rates be “too low”?
6. The last three decades in the United States have been characterized by a very wide gap between the wages of those with more education and those with less. Suppose that workers eventually adjust to this gap by investing more in education, with the result that the wages of less-skilled workers rise faster than those of the more-skilled (so that the wage gap between the two falls). How would a decline in the wage gap between the skilled and the unskilled affect immigration to the United States?

7. It has been said, “The fact that quit rates in Japan are lower than in the United States suggests that Japanese workers are inherently more loyal to their employers than are American workers.” Evaluate this assertion that where quit rates are lower, workers have stronger preferences for loyalty.

8. Two oil-rich Middle East countries compete with each other for the services of immigrants from India and Pakistan who perform menial jobs that local workers are unwilling to perform. Country A does not allow women to work, drive, or go out of the house without a chaperone. Country B has no such restrictions. Would you expect the wages that these two countries pay for otherwise comparable male immigrants to be roughly equal? Explain your answer.

9. If one were to build an economic model of crimes such as theft, it would contain the same elements as the human-capital model of investments. The difference is that with theft, unlike with human-capital investments, the gains from the activity are immediate and the costs (if caught) are distributed across future years. With this distinction in mind, use the elements of human-capital theory to analyze whether immigrants are more or less likely than are citizens of similar income to commit the crime of theft.

10. A recent study by a noted economist has found evidence that a 10 percent increase in immigration within a given skill group reduces the wages of “natives” in that skill group by 3.5 percent. One social commentator has said, “These findings suggest only one conclusion: immigration is bad for American workers and therefore bad for American society.” Using economic theory, comment on this quote.

Problems

1. Rose lives in a poor country where she earns $5,000 per year. She has the opportunity to move to a rich country as a temporary worker for five years. Doing the same work, she’ll earn $35,000 per year in the rich country. The cost of moving is $2,000, and it would cost her $10,000 more per year to live in the rich country. Rose’s discount rate is 10 percent. Rose decides not to move because she will be separated from her friends and family. Estimate the psychic costs of Rose’s move.

2. Suppose that the demand for rough laborers is \( L_D = 100 - 10W \), where \( W \) = the wage in dollars per hour and \( L \) = the number of workers. If immigration increases the number of rough laborers hired from 50 to 60, by how much will the short-run profits of employers in this market change?
3. Clare lives in France and earns $30,000 per year at her job. She is considering a job offer in the United States, which would give her a salary of $32,000 per year for the next 4 years, after which she will return to France and start her university education. Moving costs (to the United States and back) would be $6,000, living expenses are similar in both places, and her personal discount rate is 6 percent. If she moved to the United States for this 4-year experience, what is the present value of her net gain or loss?

4. The following table summarizes the market for labor in an occupation. “Demand” is the number (in thousands) of employees firms would be interested in hiring at particular wages. “Domestic supply” is the number (in thousands) of native workers who are interested in working in the occupation at particular wages, and “immigrant supply” is the number (in thousands) of immigrants who are interested in working at particular wages.

<table>
<thead>
<tr>
<th>Wage ($)</th>
<th>Demand</th>
<th>Domestic Supply</th>
<th>Immigrant Supply</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>30</td>
<td>22</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>29</td>
<td>23</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>28</td>
<td>24</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>27</td>
<td>25</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>26</td>
<td>26</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>25</td>
<td>27</td>
<td>4</td>
</tr>
<tr>
<td>9</td>
<td>24</td>
<td>28</td>
<td>4</td>
</tr>
<tr>
<td>10</td>
<td>23</td>
<td>29</td>
<td>4</td>
</tr>
</tbody>
</table>

b. What is the equilibrium wage rate before immigration? How many workers would be hired?

c. What is the equilibrium wage rate after immigration? How many workers would be hired? How many domestic workers would be hired? How many immigrant workers would be hired?

d. Comparing your answers in parts b and c, has immigration caused a change in the number of domestic workers hired? What was the change, if any? Why did the change, if any, occur?

5. The demand for labor in a domestic industry is \( D = 36 - 2W \), where \( W \) = the wage rate and \( D \) = the number (in thousands) of employees whom the firms would be interested in hiring at particular wage rates. \( S_{\text{domestic}} = 9 + W \), where \( S_{\text{domestic}} \) = the number (in thousands) of native workers who are interested in working in the industry at particular wages. \( S_{\text{total}} = 10 + 2W \), where \( S_{\text{total}} \) is the total number (including immigrants) of workers who are interested in working in the industry at particular wages.

a. Graph the following curves for this labor market: demand for labor, domestic supply, supply of immigrant workers, and total supply of workers.

b. What is the equilibrium wage rate before immigration? How many workers would be hired?

c. What is the equilibrium wage rate after immigration? How many workers would be hired? How many domestic workers would be hired? How many immigrant workers would be hired?
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In the simplest model of the demand for labor (presented in chapters 3 and 4), employers had few managerial decisions to make; they simply found the marginal productivity schedules and market wages of various kinds of labor and hired the profit-maximizing amount of each kind. In a model like this, there was no need for employers to design a compensation policy.

Most employers, however, appear to give considerable attention to their compensation policies, and some of the reasons have already been explored. For example, employers offering specific training (see chapter 5) have a zone into which the wage can feasibly fall, and they must balance the costs of raising the wages of their specifically trained workers against the savings generated from a higher probability of retaining these workers. Likewise, when the compensation package is expanded to include such items as employee benefits or job safety (see chapter 8), employers must decide on the mix of wages and other valued items in the compensation package. We have also seen that under certain conditions, employers will behave monopsonistically, in which case they set their wages rather than take them as given.

This chapter will explore in more detail the complex relationship between compensation and productivity. Briefly put, employers must make managerial decisions rooted in the following practical realities:

1. Workers differ from each other in work habits that greatly affect productivity but are often difficult (costly) to observe before, and sometimes even after, hiring takes place.
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2. The productivity of a given worker with a given level of human capital can vary considerably over time or in different environments, depending on his or her level of motivation (see Example 11.1).

3. Worker productivity over a given period of time is a function of innate ability, the level of effort, and the environment (the weather, general business conditions, or the actions of other employees).

4. Being highly productive is usually not just a matter of slavishly following orders but rather of taking the initiative to help advance the employer’s objectives.\(^1\)

Employers, then, must choose management strategies and compensation policies to obtain the right (that is, profit-maximizing) kind of employees and offer them the optimum incentives for production. In doing so, they must weigh the costs of various policies against the benefits. The focus of this chapter is on the role of firms’ compensation policies in optimizing worker productivity.

---


---

**EXAMPLE 11.1**

The Wide Range of Possible Productivities: The Case of the Factory That Could Not Cut Output

In 1987, a manufacturer of airguns (“BB guns”) in New York State found that its sales were lagging behind production. Wanting to cut production by about 20 percent without engaging in widespread layoffs, the company decided to temporarily cut back from a five-day to a four-day workweek. To its amazement, the company found that despite this 20 percent reduction in working hours, production levels were not reduced—it workers produced as many airguns in four days as they previously had in five!

Central to the problem of achieving its desired output reduction was that the company paid its workers on the basis of the number of items they produced. Faced with the prospect of a temporary cut in their earnings, its workers reduced time on breaks and increased their pace of work sufficiently to maintain their previous levels of output (and earnings). The company was therefore forced to institute artificial caps on employee production; when these individual output quotas had been met, the worker was not allowed to produce more.

The inability to cut output, despite cutting back on hours of work, suggests how wide the range of possible worker productivity can be in some operations. Clearly, then, careful attention by management to the motivation and morale of employees can have important consequences, both privately and socially.
Employers and workers each have their own objectives and concerns, and the incentives imbedded in the employment relationship are critical to aligning these separate interests. We first present an overview of the key features of this relationship before moving on in later sections to analyses of various compensation schemes that employers can adopt to induce high productivity among their workers.

The Employment Contract

The employment relationship can be thought of as a contract between the employer (the “principal”) and the employee (the “agent”). The employee is hired to help advance the employer’s objectives in return for receiving wages and other benefits. Often, there are understandings or implied promises that if employees work hard and perform well, they will be promoted to higher-paying jobs as their careers progress.

Formal Contracts  The agreement by an employee to perform tasks for an employer in return for current and future pay can be thought of as a contract. A formal contract, such as one signed by a bank and a homeowner for the repayment of a loan, lays out quite explicitly all that each party promises to do and what will happen if either party fails to perform as promised. Once signed, a formal contract cannot be abrogated by either party without penalty. Disputes over performance can be referred to courts of law or other third parties for resolution.

Implicit Contracts  Unlike formal contracts, most employment contracts are incomplete and implicit. They are usually incomplete in the sense that rarely are all the specific tasks that may be required of employees spelled out in advance. Doing so would limit the flexibility of employers in responding to changing conditions, and it would also require that employers and employees renegotiate their employment contract when each new situation arises—which would be costly to both parties.

Employment contracts are also implicit in the sense that they are normally a set of informal understandings that are too vague to be legally enforceable. For example, just what has an employee promised to do when she has agreed to “work hard,” and how can it be proved she has failed to do so? Specifically, what has a firm promised to do when it has promised to “promote deserving employees as opportunities arise”? Furthermore, employees can almost always quit a job at will, and employers often have great latitude in firing employees; hence, the
The severe limits on legal enforceability make it essential that implicit contracts be self-enforcing. We turn now to a discussion of the difficulties that must be surmounted in making employment contracts self-enforcing.

Coping with Information Asymmetries

It is often advantageous for one or both parties to cheat by reneging on their promises in one way or other. Opportunities for cheating are enhanced when information is asymmetric—that is, when one party knows more than the other about its intentions or performance under the contract. For example, suppose an insurance company promises a newly hired insurance adjuster that she will receive a big raise in four years if she “does a good job.” The company may later try to refuse her the raise she deserves by falsely claiming her work was not good enough. Alternatively, the adjuster, who works out of the office and away from supervisory oversight most of the time, may have incentives to “take it easy” by doing cursory or overly generous estimates of client losses. How can these forms of cheating be avoided?

Of course, sanctions against cheating are embedded in the formal agreements made by employers and employees. Employers who break the provisions of agreements they have signed with their unions can be sued or legally subjected to a strike, for example, but this requires that cheating actually be proved. How can we reduce the chances of being cheated when contracts are informal and the threat of formal punishment is absent?

Discouraging Cheating: Signaling

One way to avoid being cheated is to transact with the “right kind” of person, and to do this, we must find a way to induce the other party to reveal—or signal—the truth about its actual characteristics or intentions. Suppose, for example, that an employer wants to hire employees who are willing to defer current gratification for long-term gain (that is, it wants employees who do not highly discount the future). Simply asking applicants if they are willing to delay gratification might not evoke honest answers. There are ways, however, an employer could cause applicants to signal their preferences indirectly.

---

2The doctrine of employment-at-will, under which employers (and employees) have the right to terminate an employment relationship at any time, has historically prevailed in the United States. Those not subject to this doctrine in the United States have included unionized workers with contract provisions governing discharges, tenured teachers, and workers under some civil service systems. A number of state courts also have adopted public policy and/or implicit contract exceptions to the doctrine. For a discussion of these issues, see Ronald Ehrenberg, “Workers’ Rights: Rethinking Protective Labor Legislation,” in Rethinking Employment Policy, eds. Lee Bawden and Felicity Skidmore (Washington, D.C.: Urban Institute Press, 1989).
As pointed out in chapter 8, the employer could offer its applicants relatively low current wages and a large pension benefit upon retirement. Potential applicants with relatively high discount rates would find this pay package less attractive than applicants with low discount rates, and they would be discouraged from either applying for the job or accepting an offer if it were tendered.

Another way this firm could induce applicants to signal something about their true discount rate is to require a college degree or some other training investment as a hiring standard. As noted in chapter 9, people with high discount rates are less likely to make investments of any kind, so the firm’s hiring standard should discourage those with high discount rates from seeking offers.

The essence of signaling, then, is the voluntary revelation of truth in behavior, not just statements. Many of the compensation policies discussed in the remainder of this chapter are at least partially aimed at eliciting truthful signals from job applicants or employees.³

**Discouraging Cheating: Self-Enforcement** Even the “right kind” of people often have incentives to underperform on their promises. Economists have come to call this type of cheating opportunistic behavior, and it occurs not because people intend from the outset to be dishonest but because they generally try to advance their own interests by adjusting their behavior to unfolding opportunities. Thus, the challenge is to adopt compensation policies that more or less automatically induce both parties to adhere to their promises.⁴

The key to a self-enforcing agreement is that losses are imposed on the cheater that do not depend on proving a contract violation has occurred. In the labor market, the usual punishment for cheating on agreements is that the victim severs the employment relationship; consequently, self-enforcement requires that both employer and employee derive more gains from honest continuation of the existing employment relationship than from severing it. If workers are receiving more from the existing relationship than they expect to receive elsewhere, they will automatically lose if they shirk their duties and are fired. If employers profit more from keeping their existing workers than from investing in replacements, they will suffer by reneging on promises and having workers quit.

**Creating a Surplus** Incentives for both parties to live up to an implicit agreement are strongest when workers are getting paid more than they could get in alternative employment yet less than the value of their marginal product to the

³For a formal model that uses educational attainment as a signal for innate ability (which is difficult for an employer to observe directly), refer back to chapter 9. For a thorough review of signaling theory, see John G. Riley, “Silver Signals: Twenty-Five Years of Screening and Signaling,” *Journal of Economic Literature* 39 (June 2001): 432–478.

The gap between their marginal revenue product to the firm and their alternative wage represents a surplus that can be divided between employer and employee. This surplus must be shared if the implicit contract is to be self-enforcing, because if one party receives the entire surplus, the other party has nothing to lose by terminating the employment relationship. A graphic representation of the division of a surplus is given in Figure 11.1, where we see that attempts by one party to increase its share of the surplus will reduce the other party’s losses from terminating the employment relationship.

Surpluses are usually associated with some earlier investment by the employer. In chapter 5, we saw that investments by the firm in specific training or in the hiring/evaluation process enabled workers’ productivity and wages to exceed their alternatives. Firms can also create a surplus by investing in their reputations. For example, an employer that is well known for keeping its promises about future promotions or raises can attract workers of higher productivity at lower cost than can employers with poor reputations. (A firm with a poor reputation for performing on its promises must pay a compensating wage differential to attract workers of given quality away from employers with good reputations.) Because the good reputation increases productivity relative to the wage paid, a surplus is created that can be divided between the firm and its workers.
Motivating Workers

Beyond the issue of enforceability, employment contracts address the employer’s need to motivate workers. Workers can be viewed as utility maximizers, and “putting forth their best efforts” may entail working hard when they are sick or distracted by personal problems, or it may involve a work pace that they find taxing. Employees can be assumed to do what they feel is in their own interests unless induced to do otherwise by the employer’s system of rewards. How can we create rewards that give employees incentives to work toward the goals of their employers?

Pay for Performance  The most obvious way to motivate workers is to pay them based on their individual output. Linking pay to output creates the presumption of strong incentives for productivity, but there are two general problems that incentive pay schemes must confront.5 One problem is that using output-based pay has both benefits and costs to an employer, and both are affected by the extent to which a worker’s output is influenced by forces outside his or her control. Jane, for example, may be willing to put forth 10 percent more effort if she can be sure her output (and pay) will rise by 10 percent. If machine breakdowns are so common, however, that she can only count on a 5 percent increase, she may decide that the extra 10 percent of effort is not worth it. From the employer’s perspective, then, output-based pay might provide only weak incentives if Jane’s effort and the resulting output are not closely linked.

From Jane’s perspective, a weak link between output and her own effort also puts her earnings at risk of variations that she cannot control—and she may be unwilling to take a job with such a pay scheme unless it pays a compensating wage differential. Thus, unless a worker’s output and effort are very closely associated, output-based pay may have small benefits to the employer and yet come at added cost.6

The second problem facing pay-for-performance plans is the need to pick an output measure that coincides with the employer’s ultimate objective. Quantitative aspects of output (such as the number of complaints handled by a clerk in the customer service department) are easier to measure than the qualitative aspects of friendliness or helpfulness—and yet the qualitative aspects are critical to building a loyal customer base. As we will see, imperfectly designed performance measures can backfire by inducing employees to allocate their effort toward what is being measured and away from other important aspects of their jobs.7

---


7An analysis of the two sets of incentive issues discussed in this section can be found in George Baker, “Distortion and Risk in Optimal Incentive Contracts,” *Journal of Human Resources* 37 (Fall 2002): 728–751.
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EXAMPLE 11.2

Calorie Consumption and the Type of Pay

We noted in the text that time-based pay raises the question of moral hazard; that is, because workers are paid regardless of their output, they may not put forth their best efforts. An interesting examination of this question comes from Bukidon in the Philippines, where it is common for workers to hold several different farming jobs during a year. In some of these jobs, they are paid by the hour, and in some, they are paid directly for their output. Therefore, we are able to observe how hard the same individual works under the two different types of pay system.

A clever study discovered clear-cut evidence that the workers put forth much less effort in these physically demanding jobs when paid by the hour rather than for their output. Measuring effort expended by both weight change and calorie consumption, the study found that workers consumed 23 percent fewer calories and gained more weight per calorie consumed when they were paid by the hour. Both facts suggest that less physical effort was put forth when workers were paid by the hour than when they were paid for their output.


Time-Based Pay with Supervision

An alternative pay scheme is to compensate workers for the time they work. This reduces the risk of having Jane’s pay—to continue our example—vary on a weekly basis, but guaranteeing her a wage without reference to her actual output creates a problem of moral hazard: why should she work hard if that effort is not rewarded? (See Example 11.2 for a comparison of actual work effort under output-based and time-based pay.) The danger that workers might only “put in their time” means that employers must closely monitor their behavior.

The problem with close supervision is that it is costly. Tasks in almost any workplace are divided so that the economies afforded by specialization are possible, and workers must continually adjust to changing situations within their areas of responsibility. Extremely close supervision would require supervisors to have the same information, at the same time, on the situations facing all their subordinates, in which case they might as well make all the decisions themselves! In short, detailed supervision can destroy the advantages of specialization.

Motivating the Individual in a Group

If workers seek to maximize utility by increasing their own consumption of valued goods, then focusing on the link between each individual’s pay and performance is sufficient in developing company policy. However, the concern for one’s standing in a group is often a factor that also affects a worker’s utility. The importance of the group in motivating individuals presents both problems and opportunities for the employer.
Issues of Fairness  People’s concern about their treatment relative to others in their reference group means that fairness is an issue that pervades the employment relationship. A worker who obtains a 7 percent wage increase during a year in which both price and wage increases average 4 percent might be quite happy until he finds out that a colleague working in the same job for the same employer received a 10 percent increase. Workers who feel unfairly treated may quit, reduce their effort level, steal from the employer, or even sabotage output in order to “settle the score.”8 Unfortunately for employers, however, the fairness of identical policy decisions can often be perceived differently depending on their context.

For example, a sample of people was asked to consider the case of two small companies that were not growing as planned and therefore had a need to cut costs. Each paid workers $10 per hour, but Employer A paid that in salary and Employer B paid $9 in salary and $1 in the form of a bonus. Most respondents said it would be unfair for A to cut wages by 10 percent, but they thought it fair if B were to eliminate its bonus.9 Apparently, pay framed as “salary” connotes a greater entitlement than pay framed as “bonus.”

Consider a second example from the same survey. A majority of respondents thought it would be unfair for a successful house painter to cut wages from $9 to $7 if he discovered that reliable help could be hired for less. However, they felt that if he quit painting and went into landscaping (where wages were lower), paying a $7 wage would be justified. Clearly, the employer is included among the reference groups used by workers in judging fairness, and the context of an employer’s decision matters as much as its content!

Group Loyalty  Besides concern for their own levels of consumption and their relative treatment within the group, employees are also typically concerned with the status or well-being of the entire group. While there are always temptations to “free ride” in a group by taking it easy and enjoying the benefits of others’ hard work, most people are willing to make at least some sacrifices for their team, school, work group, community, or country.10 Because the essence of “doing a good job” so frequently means taking the initiative in many small ways to advance the organization’s interests, employers with highly productive workers

---


almost universally pay attention to policies that foster organizational loyalty. While many of the steps employers can take to nurture this loyalty go beyond the boundaries of economics, some compensation schemes we will analyze relate pay to group performance quite directly.

**Compensation Plans: Overview and Guide to the Rest of the Chapter**

Along with the employer’s hiring standards, supervisory policies, and general managerial philosophy, its compensation plan greatly affects the incentives of employees to put forth effort. While a detailed discussion of many managerial policies is outside the scope of this text, the incentives created by compensation schemes fall squarely within the purview of modern labor economics. In what follows, therefore, we use economic concepts to analyze the major characteristics of compensation plans.

Three elements broadly characterize an employer’s compensation scheme: the basis on which pay is calculated, the level of pay in relation to pay for comparable workers elsewhere, and—for employers with internal labor markets—the sequencing of pay over workers’ careers. The remainder of the chapter is devoted to analyses of these elements.

**Productivity and the Basis of Yearly Pay**

Workers can be paid for their time, their output, or some hybrid of the two. Most in the United States are paid for their time, and we must ask why output-based pay is not more widely used. Because compensation plans must satisfy both the employer and the employee, we organize our analysis around the considerations relevant to each side of the labor market.

**Employee Preferences**

*Piece-rate* pay, under which workers earn a certain amount for each item produced, is the most common form of individually based incentive pay for production workers. Another system linking earnings to individuals’ output is payment by *commission*, under which workers (usually salespeople) receive a fraction of the value of the items they sell. *Gainsharing* plans, which have grown in popularity recently, are group-incentive plans that at least partially tie earnings to gains in group productivity, reductions in cost, increases in product quality, or other measures of group success. *Profit-sharing* and *bonus* plans attempt to relate workers’ pay to the profits of their firm or subdivision; this form of pay also rewards work groups rather than individuals. Under all these systems, workers are paid at least somewhat proportionately to their output or to the degree their employer prospers.
Variability of Pay  If employees were told that their average earnings over the years under a time-based payment system would be equal to their earnings under an output-based pay plan, they would probably prefer to be paid on a *time* basis. Why? Earnings under output-based pay plans clearly vary with whatever measure of output serves as the basis for pay. As mentioned earlier, many things that affect individual or group output depend on the external environment, not just on the level of energy or commitment the individual worker brings to the job. The number of items an individual produces in a given day is affected by the age and condition of machinery, interrupted flows of supplies owing to strikes or snowstorms, and the worker’s own illness or injury. Commissions earned by salespeople are clearly affected by the overall demand for the product being sold, and this demand can fluctuate for a number of reasons well beyond the control of the individual salesperson. Earnings that are dependent on some measure of *group* output will also vary with the level of effort expended by others in the group.

The possible variations in earnings under output-based pay are thought to be unappealing to workers because of their presumed *risk aversion* (that is, workers’ preference for earnings certainty, even if it means somewhat lower pay). Most workers have monthly financial obligations for rent, food, insurance, utilities, and so forth. If several low-income pay periods are strung together, they might have difficulty in meeting these obligations, even if several high-income pay periods were to follow.

Because of their anxiety about periods of lower-than-usual output, employees prefer the certainty of time-based pay, other things (including the *average* level of earnings) equal. To induce risk-averse employees to accept output-based pay, employers would have to pay a compensating wage differential.

Worker Sorting  Worker risk aversion aside, it is interesting to consider which workers will be attracted to piece-rate or commission pay schemes. Because time-based plans pay the same, at least in the short run, to high and low producers alike, workers who gain most from piece rates or commissions are those whose levels of motivation or ability are above average. Thus, employees who choose to work under compensation plans that reward individual productivity signal that they believe themselves to be above-average producers. For example, when an American company that installs glass in automobiles went from time-based pay to piece rates in the mid-1990s, the individual output of *incumbent employees who stayed with the firm* rose by 22 percent; thus, we can conclude that the *same* employees worked harder under the piece-rate pay system. However, because changing to piece rates made the company attractive to a *different* set of workers—with slower workers leaving and faster ones joining the firm—the *overall* increase in worker productivity was in the neighborhood of 44 percent!11

Pay Comparisons  There are three reasons to expect that workers paid for their output might earn more than those paid for their time: incentive pay motivates

---

employees to work harder, it attracts the most productive workers, and it involves risk that may call forth a compensating wage differential. One study of pay in some apparel industries found that workers paid a piece rate earned about 14 percent more than workers paid by the hour. The study estimated that about one-third of this disparity was a compensating differential, with the remainder being related to the incentive and sorting effects.\(^{12}\)

**Employer Considerations**

The willingness of employers to pay a premium to induce employees to accept piece rates depends on the costs and benefits to employers of incentive pay schemes. If workers are paid with piece rates or commissions, it is they who bear the consequences of low productivity, as noted earlier; thus, employers can afford to spend less time screening and supervising workers. If workers are paid on a time basis, the employer accepts the risk of variations in their productivity; when workers are exceptionally productive, profits increase, and when they are less productive, profits decline. Employers, however, may be less anxious about these variations than employees are. They typically have more assets and can thus weather the lean periods more comfortably than individual workers can. Employers also usually have several employees, and the chances are that not all will suffer the same swings in productivity at the same time (unless there is a morale problem in the firm). Thus, employers may not be as willing to pay for income certainty as workers are.

The other major employer consideration in deciding on the basis for pay concerns the incentives for employee effort. The considerations related to three major types of incentive plans in use are discussed here.

**Pay for Output: Individual Incentives**  From the employer’s perspective, the big advantage of individually based output pay is that it induces employees to adopt a set of work goals that are directly related to output. Indeed, as with the increased output of incumbent workers at the automobile glass installer mentioned earlier, the estimated increases in an individual’s productivity associated with switching from time-based pay to piece rates in the forestry industry have been in the range of 20 percent.\(^{13}\) There are disadvantages, however.

First, the need to link output-based pay to some measure that can be objectively observed means that workers might be induced to allocate their efforts

---
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away from aspects of their performance that are not being measured. If they get paid only for the quantity of items they individually produce or sell, they may have minimal regard for quality, safety procedures, or the performance or professional development of others on their work team. These problems can create a need for costly quality-control supervision unless workers can be induced to monitor quality themselves. Self-monitoring of quality is only easily induced when a particular item or service can be traced to the worker responsible. For example, the auto glass installer mentioned earlier requires workers who have installed a windshield improperly (which usually results in its breaking) to pay for the replacement glass and then to re-install it on their own time.

A second problem is that workers may be induced to work so quickly that machines and tools are damaged through lack of proper maintenance or use. While this problem is mitigated to the extent that production downtime can cause the worker’s earnings to drop, it is of enough concern to employers that they frequently require piece-rate workers to provide their own machines or tools.

How can firms create pay schemes with the proper incentives when the overall value of individual output is difficult to measure? In the remainder of this section, we explore two options. One is payment based on some measure of group output, and the other bases pay at least partly on the subjective judgments of supervisors.

**Pay for Output: Group Incentives** When individual output is difficult to monitor, when individual incentive plans are detrimental to output quality, or when output is generated by teams of interdependent workers, firms sometimes adopt group incentive pay schemes to more closely align the interests of employer and employee. These plans may tie at least a portion of pay to some component of profits (group productivity, product quality, cost reductions) or they may directly link pay with the firm’s overall profit level. In still other cases, workers might own the firm and split the profits among themselves.

One drawback to group incentives is that groups are composed of individuals, and it is at the individual level that decisions about shirking are ultimately

---

14Robert Gibbons, “Incentives in Organizations,” *Journal of Economic Perspectives* 12 (Fall 1998): 115–132, provides a summary of this issue, with extensive citations to the literature. For a discussion of “gaming” induced by piece rates (that is, engaging in behaviors that increase the measure upon which pay is based, while not actually increasing output), see Pascal Courty and Gerald Marschke, “An Empirical Investigation of Gaming Responses to Explicit Performance Incentives,” *Journal of Labor Economics* 22 (January 2004): 23–56.


made. A person who works very hard to increase group output or the firm’s profits winds up splitting the fruits of his or her labor with all the others, who may not have put out extra effort. Thus, free-rider opportunities give workers incentives to cheat on their fellow employees by shirking.\footnote{For a more in-depth analysis of this problem, see Haig R. Nalbantian, “Incentive Contracts in Perspective,” in Incentives, Cooperation, and Risk Sharing, ed. Haig R. Nalbantian (Totowa, N.J.: Rowman & Littlefield, 1987); and Eugene Kandel and Edward Lazear, “Peer Pressure and Partnerships,” Journal of Political Economy 100 (August 1992): 801–817. For an analysis of peer pressure as a way of overcoming the “free rider” problem, see Alexandre Mas and Enrico Moretti, “Peers at Work,” American Economic Review 99 (March 2009): 112–145.} (Another downside of group incentives occurs when they attract the wrong sort of workers, and the good workers leave. One extreme case is discussed in Example 11.3.)

In very small groups, cheating may be easy to detect, and peer pressure can be effectively used to eliminate it. When the group of workers receiving incentive

\begin{example}
\textbf{Poor Group Incentives Doom the Shakers}

The Shakers were an unusual religious sect. They required strict celibacy and practiced communal ownership of property, with all members sharing the group’s income equally—receiving the average product. They arrived in the United States in 1774 and numbered around 4,000 by 1850, but their membership dwindled thereafter. Their decline is generally attributed to their failure to reproduce and to their declining religious fervor, but economic historian John Murray argues that their group compensation plan was another important reason for their demise.

Those members with a higher-than-average marginal productivity would receive less than the value of their output—and usually less than they could make elsewhere. Thus, high-productivity members had an incentive to quit. Conversely, outsiders with a low marginal productivity had an incentive to join, receiving more than the value of their output and more than they could elsewhere.

Murray proxies marginal productivity by literacy. When the Shaker communes were established in Ohio and Kentucky, their members were full of religious zeal, which may have initially overcome the incentive problems. These members had a literacy rate of almost 100 percent, far above that of the surrounding population. By the time of the Civil War, however, illiterates were joining the group in significant numbers, and the sect’s literacy rates fell below the rates in the surrounding areas. Likewise, Murray finds that literate members were 30 to 40 percent more likely to quit the community (becoming “apostates”) than were illiterate members.

Contemporaries began to question the sincerity of the new entrants: they were “bread and butter Shakers,” intent on free-riding on their more productive brothers and sisters. Many had been unable or unwilling to provide for themselves in the world outside the commune. Eventually, the changing composition of the Shaker communities caused a crisis in the communes: the average product of the group fell, and the group was wracked by diminishing enthusiasm, internal stress, and declining membership.

Productivity and the Basis of Yearly Pay

Pay is large, however, employers may have to devote managerial resources to building organizational loyalties if shirking is to be discouraged. Interestingly, despite free-rider problems, studies have found that there is a positive correlation between profit-sharing and organizational output.  

**Group Incentives and Executive Pay**  
Compensation for top executives provides an interesting example of the potential and the problems of basing pay on group results. Executives run a company but do not own it, and like other employees, they want to advance their own interests. How can companies align the interests of these key players with those of the owners (shareholders)?

Because firms are trying to maximize profits, we might consider basing executive pay on the firm’s profits. But over what time period should profits be measured? Basing this year’s pay on current-year profits might create the same adverse incentives discussed earlier with piece rates. A focus on current-year profits could induce executives to pursue only short-run strategies (or accounting tricks), which run counter to the firm’s long-run interests, in the hopes they can “take the money and run” to another corporation before the long-run consequences of their decisions are fully observed.

One might think that the strongest way to align the interests of corporate executives and company owners may be to pay them with company stock or the options to buy it. This seemingly rewards top executives for efforts that increase shareholder wealth and punishes them for actions they initiate that reduce it. Paying high-ranking corporate decision-makers in stock, however, has three drawbacks. First, a company’s stock price is affected by more than company performance; it is also influenced by overall investor “bullishness.” Moreover, even to the extent a stock’s price reflects the company profitability, that profitability—as in the case of an oil company benefiting from a rise in the price of oil—may have nothing to do with quality of decisions or the effort of a company’s management team. Thus, executives paid with stock are rewarded for luck as well as effort—a fact that may reduce the efforts they devote to advancing the interests of their firms.

Second, beyond reducing incentives, economy-wide fluctuations in stock prices also cause executives’ pay to vary because of things beyond their control, which may force firms to pay them a compensating differential for the added
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riskiness of their pay. Third, the incentives stocks provide are related mainly to the long-term perspective they induce corporate executives to take when making decisions that affect a company’s strength; once an executive sells his or her stock in the company, these incentives are lost. Thus, policy-makers interested in executive pay have frequently proposed limits on the ability of executives to sell their company’s stock.\(^{20}\)

In practice, the compensation of chief executive officers (CEOs) in the United States has become increasingly responsive to shareholder value. In 1984, 17 percent of CEO pay was in the form of stock or stock options, while in 1996, the comparable figure was 29 percent; 2003 levels were even higher, although somewhat lower than they were in 2000.\(^{21}\) (The remainder of CEO pay was in the form of salary, benefits, and bonuses based on current-year profits.) Companies in industries with higher volatility in sales—and thus for whom pay based on profits or share values exposes CEO incomes to greater variations beyond their control—rely more on salary payments, and less on company performance, to attract top executives.\(^{22}\)

It appears that, on balance, paying CEOs with stock or stock options does work. Generally speaking, those firms with executive compensation plans more heavily weighted toward stock or stock options have tended to enjoy greater increases in corporate wealth. There is some evidence, however, that tying pay to stock market values might make CEOs excessively worried about fluctuations in their own income, causing them to shy away from risky projects even when the projects appear profitable.\(^{23}\)

Recent scandals involving CEOs have raised another concern about aligning their incentives with those of stockholders. The issue is whether CEOs use their close relationship with members of their board of directors (many of whom have been with the company a long time) to negotiate compensation packages that are excessive. More precisely, do they use their “insider” relationship with those who set their pay to receive compensation that is greater than what is consistent with maximizing shareholder value? While researchers differ in their answers to this question, most agree that collusion between CEOs and directors is a potential problem and that greater use of “outside” directors or the presence of well-informed stockholders (institutional investors, say) may be a critical ingredient in aligning incentives.\(^{24}\)


\(^{24}\)Bertrand, “CEOs.”
Pay for Time, with Merit Increases  Given employee risk aversion and the problem of devising appropriate measurable outcomes for individual- and group-incentive plans, most employers opt for some form of time-based pay. While satisfying employees’ desires for pay stability, time pay creates an incentive problem because compensation and output are not directly linked. Employers often try to cope with this problem through the use of merit-pay plans, which award larger pay increases to workers whose supervisors rate them as the better performers.

On the one hand, basing pay on supervisory ratings has the potential to create superior incentives for workers, because these ratings can take account of the more subjective aspects of performance (friendliness, being a team player) that may be critical to the welfare of the employer. On the other hand, merit-based pay still faces two incentive problems similar to those with output-based pay.

If supervisors are told to base their ratings on worker contributions toward actual output, merit pay runs up against the (by now familiar) problem that individual effort and output may not correlate well, owing to forces beyond the control of workers. For this reason, supervisors are often asked to rate their subordinates relative to each other, on the theory that all face the same external forces of snowstorms, machine breakdowns, and so forth.

The problem of relative rankings for merit-pay purposes is that the effort induced among employees may not be consistent with the employer’s interests. For example, one way to enhance one’s relative status is to sabotage the work of others. Finding pages torn out of library books on reserve shortly before major examinations is not unknown at colleges or universities, where grading is often based on relative performance. Somewhat less sinister than sabotage, but equally inconsistent with employer interests, is noncooperation; one study has shown that the stronger the rewards based on relative performance, the less likely employees are to share their equipment and tools with fellow workers.25

Because relative performance ratings usually have a subjective component, another kind of counterproductive effort may take place: politicking.26 Workers may spend valuable work time “marketing” their services or otherwise ingratiating themselves with their supervisors. Thus, efforts are directed away from productivity itself to generate what is, at best, the appearance of productivity.27

27While we discuss individually the tools that can be used to motivate workers—incentive pay, supervision, stock ownership, or profit-sharing, for example—they should all be seen as part of a firm’s system for motivating its workers. For example, see Casey Ichniowski and Kathryn Shaw, “Beyond Incentive Pay: Insiders’ Estimates of the Value of Complementary Human Resource Management Practices,” Journal of Economic Perspectives 17 (Winter 2003): 155–180.
Productivity and the Level of Pay

Given difficulties created for both employers and employees by pay-for-performance plans (including merit pay), employers are often driven to search for other monetary incentives that can be used to motivate their workers. In this section, we discuss motivational issues related to the level of pay.

Why Higher Pay Might Increase Worker Productivity

Paying higher wages is thought to increase worker productivity for several reasons. One involves the type of worker the firm can attract; the others are related to the productivity that can be elicited from given workers.

Attracting Better Workers  Higher wages can attract better employees by enlarging the firm’s applicant pool. A larger pool means that the firm can be more selective, skimming the cream off the top to employ only the most experienced, dependable, or highly motivated applicants.28

Building Employee Commitment  The reasons higher wages are thought to generate greater productivity from given workers all relate to the commitment to the firm they build. The higher the wages are relative to what workers could receive elsewhere, the less likely it is that the workers will quit; knowing this, employers are more likely to offer training and more likely to demand longer hours and a faster pace of work from their workers. Employees, on their part, realize that even though supervision may not be detailed enough to detect shirking with certainty, if they are caught cheating on their promises to work hard and are fired as a result, the loss of a job paying above-market wages is costly both now and over their remaining work life.

Perceptions of Equity  A related reason higher wages might generate more productivity from given employees arises from their concern about being treated fairly. Workers who believe they are being treated fairly are likely to put forth effort, while those who think their treatment is unfair may “get even” by withholding effort or even engaging in sabotage.29

One comparison workers make in judging their treatment is the extent to which they see the employer as profiting from their services. It is often considered unfair if a highly profitable employer is ungenerous in sharing its good fortune with its workers, even if the wages it pays already are relatively high. Likewise,

workers who are asked to sacrifice leisure and put forth extraordinary effort on
the job are likely to expect the firm to make an extraordinary financial sacrifice
(that is, the offer of high pay) to them in return.30

Employees also judge the fairness of their pay by comparing it with what
they could obtain elsewhere. Raising compensation above the level that workers
can earn elsewhere, of course, has both benefits and costs to the employer, as we
discuss in the following section.

**Efficiency Wages**

While initial increases in pay may well serve to increase productivity and there-
fore the profits of the firm, after a point, the costs to the employer of further
increases will exceed the benefits. The above-market pay level at which the mar-
ginal revenues to the employer from a further pay increase equal the marginal
costs is the level that will maximize profits; this has become known as the
**efficiency wage** (see Example 11.4).31

The payment of efficiency wages has a wide set of implications that, in
recent years, have begun to be explored by economists. For example, the persist-
ence of unemployment is thought by some to result from the widespread
payment of above-market wages (see chapter 14).32 Furthermore, persistently dif-
ferent wage rates paid to qualitatively similar workers in different industries are
the hypothesized result of efficiency-wage considerations.33

For our purposes here, however, the most important implications of effi-
ciency wages relate to their effects on productivity, and two types of empirical
studies are of interest. One set of studies *infers* the effects of efficiency wages on
productivity from the types of firms that pay these wages. That is, if some firms

30For a study indicating a link between profits and wages, see Andrew K. G. Hildreth and Andrew J.
Oswald, “Rent-Sharing and Wages: Evidence from Company and Establishment Panels,” *Journal of

31It should be clear that the efficiency wage refers to all forms of compensation, not just cash wages.
Consequences of the Dependence of Quality on Price,” *Journal of Economic Literature* 25 (March 1987):
1–48; and Kevin M. Murphy and Robert H. Topel, “Efficiency Wages Reconsidered: Theory and
Evidence,” in *Advances in Theory and Measurement of Unemployment*, eds. Yoram Weiss and Gideon

200–208; and Andrew Weiss, *Efficiency Wages: Models of Unemployment, Layoffs, and Wage Dispersion*

(Spring 1989): 181–193; Surendra Gera and Gilles Grenier, “Interindustry Wage Differentials and Effi-
and Paul Chen and Per-Anders Edin, “Efficiency Wages and Industry Wage Differentials: A Compari-
Chapter 11  Pay and Productivity: Wage Determination within the Firm

raise wages above the market level for profit-maximizing purposes, we ought to observe that those who do are the ones that (a) stand to gain the most from enhancing worker reliability (perhaps because they have a lot invested in expensive equipment) or (b) find it most difficult to properly motivate their workers through output-based pay or supervision.\(^{34}\) The other kind of study directly
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**EXAMPLE 11.4**

**Did Henry Ford Pay Efficiency Wages?**

The 1908–1914 period saw the introduction of “scientific management” and assembly-line production processes at the Ford Motor Company. The change in production methods led to a change in the occupational composition of Ford’s workforce, and by 1914, most of its workers were relatively unskilled and foreign-born. Although these changes proved extremely profitable, worker dissatisfaction was high. In 1913, turnover rates reached 370 percent (370 workers had to be hired each year to keep every 100 positions filled), which was high even by the standards of the Detroit automobile industry at the time. Similarly, absenteeism typically averaged 10 percent a day. However, while Henry Ford was obviously having difficulty retaining and eliciting effort from workers, he had little difficulty finding replacements: there were always long lines of applicants at the factory gates. Hence, Ford’s daily wage in 1913 of about $2.50 was at least at the competitive level.

In January 1914, Ford instituted a $5-a-day wage; this doubling of pay was granted only to workers who had been employed at the company for at least six months. At roughly the same time, residency in the Detroit area for at least six months was made a hiring standard for new job applicants. Since the company was limiting the potential applicant flow and was apparently not screening job applicants any more carefully after the pay increase, it appears the motivation for this extraordinary increase in wages was not to increase the quality of new hires.

It is clear, however, that the increase did affect the behavior of existing employees. Between March 1913 and March 1914, the quit rate of Ford employees fell by 87 percent and discharges fell by 90 percent. Similarly, the absentee rate was reduced by a factor of 75 percent during the October 1913 to October 1914 period. Morale and productivity increased, and the company continued to be profitable.

There is some evidence that at least initially, however, Ford’s productivity gains were less than the wage increase. Historians have pointed to the noneconomic factors that influenced Ford’s decision, including his paternalistic desire to teach his workers good living habits. (For workers to receive these increases, investigators from Ford first had to certify that they did not pursue lifestyles that included behavior like excessive gambling or drinking.) While the wage increase thus probably did not lead to a wage level that maximized the company’s profits (a smaller increase probably would have done that), the policy did have a substantial positive effect on worker turnover, effort, morale, and productivity.

Productivity and the Sequencing of Pay

Employers with internal labor markets have options for motivating workers that grow out of their employees’ expected careers with the organization. Applicants to and employees of employers with internal labor markets are concerned with the present value of career compensation. This “lifetime” perspective increases employers’ options for developing compensation policies, because both the pay levels at each step in one’s career and the swiftness of promotion to given steps can be varied by the firm while still living within the constraint of having to offer an attractive present value of career compensation. In this section, we analyze several possibilities for sequencing pay over workers’ careers that are thought to provide incentives for greater productivity.

Underpayment Followed by Overpayment

It may be beneficial to both employer and employee to arrange workers’ pay over time so that employees are “underpaid” early in their careers and “overpaid” later on. This sequencing of pay, it can be argued, will increase worker productivity and enable firms to pay higher present values of compensation than otherwise, for reasons related both to worker sorting and to work incentives. An understanding of these reasons takes us back to the problem of avoiding cheating on an implicit contract in the presence of asymmetric information.


Worker Sorting  Pay plans that delay at least a part of employees’ compensation to a time later in their careers have an important signaling component. They will appeal most (and perhaps only) to those workers who intend to stay with the employer a long time and work hard enough to avoid being fired before collecting their delayed pay. In the absence of being able to predict which workers intend to stick around and work diligently, an employer might find an underpayment-now, overpayment-later compensation plan attractive because of the type of workers likely to sort themselves into their applicant pool.\(^3^7\)

Work Incentives  A company that pays poorly to begin with but well later on increases the incentives of its employees to work industriously. Once in the job, an employee has incentives to work diligently in order to qualify for the later overpayment. The employer need not devote as many resources to supervision each year as would otherwise be the case, because the firm has several years in which to identify shirkers and withhold from them the delayed reward. Because all employees work harder than they otherwise would, compensation within the firm tends to be higher also.

Constraints  One feasible compensation-sequencing scheme would pay workers less than their marginal product early in their careers and more than their marginal product later on. This scheme, however, must satisfy two constraints. First, the present value of the earnings streams offered to employees must be at least equal to alternative streams offered to workers in the labor market; if not, the firm cannot attract the workers it wants. Second, the scheme must also satisfy the equilibrium conditions that the firm maximizes profits and does not earn supernormal profits. If profits are not maximized, the firm’s existence is threatened; if firms make supernormal profits, new firms will be induced to enter the market. Thus, in neither case would equilibrium exist.

These two conditions will be met if hiring is done until the present value of one’s career-long marginal revenue product equals the present value of one’s career earnings stream. (This career-long condition is the multiyear analogue of the single-year profit-maximization conditions discussed in chapter 3.) Thus, for firms choosing the “underpayment-now, overpayment-later” compensation scheme to be competitive in both the labor and product markets, the present value of the yearly amounts by which marginal revenue product (\(MRP\)) exceeds compensation early on must equal the present value of the later amounts by which \(MRP\) falls short of pay.

Graphical Analysis  The above compensation plan is diagrammed in Figure 11.2. We assume that \(MRP\) rises over a worker’s career but that in the first \(t^u\) years of employment, compensation remains below \(MRP\). At some point in the worker’s

\(^{3^7}\)The lower turnover rate among workers who have been promised larger pensions upon retirement is apparently mostly the result of self-selection, not the threat of lost pension wealth; see Steven G. Allen, Robert L. Clark, and Ann A. McDermed, “Pensions, Bonding, and Lifetime Jobs,” *Journal of Human Resources* 28 (Summer 1993): 463–481.
career with the firm—year $t^*$ in the diagram—compensation begins to exceed $MRP$. From $t^*$ until retirement in year $r$ is the period during which diligent employees are rewarded by receiving compensation in excess of what they could receive elsewhere (namely, their $MRP$). For the firm to be competitive in both the labor and the product markets, the *present value* of area $A$ in the diagram must equal the *present value* of area $B$. (Area $B$ is larger than area $A$ in Figure 11.2 because sums received further in the future are subjected to heavier discounting when present values are calculated.)

**Risks** To be sure, there are risks to both parties in making this kind of agreement. On the one hand, employees agreeing to this compensation scheme take a chance that they may be fired without cause or that their employer may go bankrupt before they have collected their reward in the years beyond $t^*$. It is easy to see that employers will have some incentives to renege, since older workers are being paid a wage that exceeds their immediate value (at the margin) to the firm.

On the other hand, employers who do not wish to fire older people face the risk that these “overpaid” employees will stay on the job longer than is necessary to collect their reward—that is, stay on longer than time $r$ in Figure 11.2. Knowing that their current wage is greater than the wage they can get elsewhere, since it reflects payment for more than current output, older employees will have incentives to keep working longer than is profitable for the firm.

**Employee Safeguards** Some safeguards for employees can be built into the employment contract when this type of pay sequencing is utilized. Employers can guarantee seniority rights for older workers, under which workers with the shortest durations of employment with the firm are laid off first if the firm cuts
back its workforce. Without these seniority rights, firms might be tempted to lay off older workers, whose wages are greater than $MRP$, and keep the younger ones, who are paid less than $MRP$ at this point in their careers.

Employees can also be protected later in their careers by obtaining part of their overpayment in the form of vested pension rights. Once vested (within five years of service, under federal law), employees covered by pension plans have rights to a benefit upon retirement even if they are separated from their employer before retirement age.

Ultimately, however, the best protection older workers have may be the employer’s need to recruit younger workers. If a certain employer gains a reputation for firing older workers despite an implicit agreement not to do so, that employer will have trouble recruiting new employees. However, if the company is in permanent decline, if it faces an unusually adverse market, or if information on its employment policies is not easily available, incentives to renege on its promises could be very strong.

**Employer Safeguards** Before 1978, many employers had mandatory retirement ages for their employees, so that they could enforce retirement at point $r$, for example. However, amendments to the Age Discrimination in Employment Act in 1978 and 1986 precluded mandatory retirement for most workers. Age-discrimination legislation also makes it very difficult for employers to reduce the wages of workers who stay past point $r$. Thus, employers with underpay–overpay plans are now faced with greater difficulties in getting employees to retire.

One action employers with these plans have taken is to offer large inducements for workers to retire at a certain age. For example, a study of pension plans in 190 of the largest companies in the United States (employing about one-quarter of all workers) found that it is common for the present value of pension benefits, summed over the expected lifetime of the retirees, to decline as retirement is postponed. This study discovered that for workers with typical earnings and years of service, the present value of pension benefits was over 25 percent greater if retirement occurred five years before, rather than at, normal retirement age.\(^{38}\)

**Who Adopts Delayed Compensation?** One implication of the underpayment–overpayment compensation scheme is that it is more likely to exist for jobs in which close supervision of workers is not feasible. Indeed, a study that separated jobs into those that were conducive to close supervision and those that were not found that jobs in the latter category were more likely to have relatively high wages for older workers and (in the past, at least) mandatory retirement rules.\(^{39}\)
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Promotion Tournaments

Another form of worker motivation within the context of internal labor markets might best be called a promotion tournament. Tournaments have three central features: who will win is uncertain, the winner is selected based on relative performance (that is, performance compared with that of the other “contestants”), and the rewards are concentrated in the hands of the winner so that there is a big difference between winning and losing. Not all promotions within firms satisfy this definition of a tournament, largely because the rewards are relatively small and the winners are easy to predict. For example, one study found that promotions were typically associated with increased wage growth of 2 percent to 3 percent, and those who received their first promotion most quickly tended to be promoted most quickly later on as well.40

Promotions to very senior leadership positions, however, often take place through a process that fits the description of a tournament.41 The fortunate vice presidents who are promoted above their rivals to CEO in America’s largest corporations, for example, can expect to receive an addition to lifetime income that is in excess of $4 million.42 The magnitude of this payoff suggests it is a prize offered at the end of a tournament; after all, if one vice president were actually that much more productive than all the others, he or she would have been promoted (or the others fired) long ago! What determines a tournament’s strength of incentives, and what are the problems that promotion tournaments must address?

Incentives for Effort In any tournament, athletic or otherwise, the contestants must decide how much effort to devote to winning. In tennis, for example, a player must decide how much to risk injury by diving or straining for a ball that is difficult to reach. In the corporate world, parents need to consider whether working another week of nights at the office (on a project, say) is worth sacrificing the time with their children. We can hypothesize that contestants will decide to expend the extra effort if the marginal benefits they expect to gain exceed the added risk, inconvenience, or disutility.

The marginal benefit that the extra effort produces is a function of two things: the increased probability of winning and the value (including prestige) of the winner’s prize. The extent to which one’s chances of winning are improved depends on the now familiar issue of how closely effort is linked to output. If
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42Bognanno, “Corporate Tournaments,” 299 (adjusted for inflation).
winning is largely a matter of luck, for example, spending extra effort may have little effect on the outcome.43

The value of the winner’s prize, of course, depends on the disparity between what the winner and losers receive. Tournaments designed to elicit effort that entails great personal sacrifice or that have so many contestants that extra effort improves one’s chances only to a small degree require a large prize to create incentives.

Tournaments also enhance output because of their sorting value. People who have confidence in their own abilities and a willingness to sacrifice now for a shot at the prize are much more likely to enter a tournament than others. Thus, employees self-select into (or out of) promotion tournaments, and by so doing, they signal things about themselves that employers might otherwise find difficult to judge. (See Example 11.5 for a discussion of the selection issue in law firms.)

Problems While there may be self-selection benefits to a firm that adopts promotion tournaments, there are also self-selection problems. Promotion tournaments tend to attract “entrants” who are overconfident about their abilities and may harm the interests of their employer by making too many risky decisions—and they tend to discourage entry by those who are averse to risk or who do not work well in a highly competitive environment. There is growing evidence, for example, that women are less attracted to tournaments than equally productive men and that their performance is less enhanced by the competition tournaments induce.44

Another problem with tournaments is that, as with merit pay based on relative performance, contestants may allocate effort away from increasing their own output and toward reducing the output of their rivals. Indeed, where sabotage is possible, promotion tournaments can actually reduce an organization’s total output.45

Organizations running promotion tournaments also have to be concerned about how to treat the losers. A large disparity in earnings produces large incentives during tournament play, but it also means that the losers do relatively badly. If a firm is perceived as treating losers callously, it will have problems attracting contestants in the first place (after all, most contestants lose). Thus, the firm has to specify a disparity that is large enough to provide incentives but small enough to provide contestants!

Promotion-related incentive plans face additional problems, however, when employees find it feasible to seek careers outside their current organization and are able to send at least some signals of their productivity to other

43For a paper that analyzes the criteria firms set for winning a tournament in the context of (a) stimulating effort among executives while (b) discouraging them from undertaking programs that place the firm at excessive risk, see Hans K. Hvide, “Tournament Rewards and Risk Taking,” Journal of Labor Economics 20 (October 2002): 877–898.


potential employers. We turn now to an analysis of situations in which the career concerns of employees might orient their efforts toward seeking employment elsewhere.

**Career Concerns and Productivity**

Employees often define themselves more as members of a profession or field than as members of a particular organization. As such, they may be as motivated to impress other employers (in the hopes of receiving future offers) as they are their own. What are the implications of these “career concerns”?

**The Distortion of Effort** Other employers can observe objective measures of performance more easily than subjective measures (“quality,” for example). As a result, employees with career concerns have an incentive to allocate their efforts toward measurable areas of performance and deemphasize areas that other employers cannot observe. As discussed earlier, executives looking for opportunities elsewhere have incentives to pursue strategies that yield short-run profits.
(which are highly visible) even if doing so harms the long-term interests of their current employer.\textsuperscript{46}

**Piece Rates and Effort** While job possibilities with other employers can distort workers’ allocations of their effort, they can also solve yet another problem with piece-rate pay. In a world in which products and technologies are constantly changing, piece rates must be continually reset. In establishing a piece rate, the employer makes a guess about how long it takes to complete the task and calibrates the piece rate so that the average hourly earnings of its workers are attractive enough to recruit and retain a workforce.

Management, however, can never know for sure just how long it takes to complete a task, given a reasonably high level of effort by production workers. Moreover, as noted earlier, workers have incentives to “go slow” in trial runs so that management will overestimate the time it takes to complete the task and set a relatively high piece rate. If workers know that the estimated time for task completion is too high, they may deliberately work slowly out of fear that the firm will later reduce the piece rate if it finds out the truth.

Employees who are mobile across firms, however, will be less concerned about their current employer’s future actions. They are more likely to decide to work at top speed so that other employers are sufficiently impressed to hire them in the future. Where workers’ pay is at least partially based on a piece rate, then, career concerns can be helpful in eliciting maximum effort from one’s employees.

**The Sequencing of Effort** For employees who are concerned about future promotions, whether with their current employer or elsewhere, there are usually two general incentives for high productivity: one’s current pay and the chances of future promotion. When career (that is, promotion) concerns are strong, employers may not need much in the way of current pay-for-performance incentives to motivate their employees. As career concerns weaken, firms may need to adopt more current incentives to maintain worker effort.\textsuperscript{47}

Workers are more likely to be motivated by career concerns and less by pay for current performance when they are inexperienced. Paying them for current performance runs into the problem that output is a function of ability, effort, and luck—and when workers are young, their abilities are unknown to themselves and their employers. Relating pay to the performance of inexperienced workers

\textsuperscript{46}When workers’ current employers can observe their true productive characteristics better than outsiders can, outsiders (that is, other employers) wanting to make “talent raids” may reasonably infer who are the most valuable employees from observing who is promoted. Thus, promotion itself sends information to other employers, which may help the employee who is promoted but harm his or her current employer. Several papers have addressed this issue, among which are Dan Bernhardt, “Strategic Promotion and Compensation,” *Review of Economic Studies* 62 (April 1995): 315–339; and Derek Laing, “Involuntary Layoffs in a Model with Asymmetric Information Concerning Worker Ability,” *Review of Economic Studies* 61 (April 1994): 375–392.

may not increase their incentives much because, with ability unknown, the connection between effort and output is unclear. The incentive to work hard is strong for those with career concerns, however, because they realize that employers are observing them to estimate their abilities and their willingness to put forth effort.

Moreover, the inability of employers (especially outside employers) to closely monitor workers’ efforts can, in the presence of career concerns, lead to more effort. Employees realize that future promotions depend in part on employers’ beliefs about their ability. Because some of their efforts can be hidden, inexperienced workers have incentives to put in extra, hidden effort in an attempt to mislead employers about their ability. For example, an employee expected to work 50 hours a week may put in an extra 20 hours at home to boost performance in an attempt to raise employers’ perceptions of his or her ability.

As one’s career progresses, however, ability becomes known with more certainty and the career-based incentives for extraordinary effort decline. Fortunately, as noted earlier, the case for performance-based current pay also becomes stronger. Indeed, one study found that older CEOs were paid more on the basis of current performance than were younger CEOs.48

Applications of the Theory: Explaining Two Puzzles

The conceptual issues outlined in this chapter can help to shed light on two compensation questions that puzzle labor economists: why pay increases with seniority and why larger employers pay higher wages. In both cases, multiple theoretical or data-related reasons can be called upon to explain the empirical phenomenon; some of these were presented in this chapter and some were introduced earlier. This section briefly summarizes these reasons and, where relevant, reviews the results of empirical studies to evaluate which ones seem most relevant.

Why Do Earnings Increase with Job Tenure?

Earnings rise with age and general labor market experience, as we saw in chapter 9; however, within age groups, wages additionally rise as tenure with one’s employer increases. Why does the length of time with one’s employer matter? There are three sets of explanations for why wage increases should be associated with job tenure, holding age (or general labor market experience) constant.49

The simplest assumption is that workers are paid wages equal to their MRP at all times—see panel (a) in Figure 11.3—so that wages and productivity rise together as length of time with an employer increases. Clearly, if general training, which is useful to a number of potential employers, is taking place, wages will rise with age—but our question is why they additionally rise as tenure with an employer rises.

48Gibbons and Murphy, “Optimal Incentive Contracts in the Presence of Career Concerns.”
49A review of this puzzle and the early empirical work on it can be found in Robert Hutchens, “Seniority, Wages, and Productivity: A Turbulent Decade,” Journal of Economic Perspectives 3 (Fall 1989): 49–64.
A reason explored in chapter 5 is related to the \textit{matches} between the job and the worker. With many potential employers for any given worker, and with the costs entailed in any job search, it is very unlikely that all workers will quickly find the job that puts their skills to the highest-value (and therefore best-paying) use. Some will get lucky early on, of course, and the lucky ones will tend to stay with their employers and cease further searching. Those who are not so lucky will continue searching for better jobs (and pay) and will therefore have shorter job tenures. Thus, it can be argued that longer tenure and higher wages both reflect the same phenomenon: better (more productive) matches between the job and the worker.

The second explanation asserts that \textit{firm-specific} investments are jointly undertaken by workers and their employers (see chapter 5). The joint investment creates a surplus that is \textit{shared} by the worker and the firm; therefore, workers generally receive wage increases that are \textit{less} than the increase in their productivity. As illustrated in panel (b) of Figure 11.3, with firm-specific investments, wages are below—and rise more slowly than—marginal revenue productivity.

Finally, this chapter has offered yet a third explanation for rising wage profiles: they may be part of a delayed-compensation incentive system designed to attract and motivate workers who have long-term attachments to their employers. Under this third explanation, which is depicted in panel (c), wages rise \textit{faster} than marginal revenue productivity and ultimately rise above it.\footnote{A variant of this third explanation is that employers offer rising wage profiles because employees \textit{prefer} them. It is argued in Robert H. Frank and Robert M. Hutchens, “Wages, Seniority, and the Demand for Rising Consumption Profiles,” \textit{Journal of Economic Behavior and Organization} 21 (August 1993): 251–276, that employees’ utility is in part a function of their wage \textit{increases} (not only their wage level). Therefore, to be competitive in the labor market, employers are induced to offer them wage profiles that start lower and rise faster than they otherwise would.}
Applications of the Theory: Explaining Two Puzzles

Economists have been interested in devising empirical analyses that distinguish among these competing theories, but directly measuring productivity is not generally feasible. Therefore, most studies have identified workers for whom theory suggests that one or another of the earlier explanations is very likely (or unlikely) and then compares their wage profiles with those of other workers. Support for an explanation can be inferred if the relative wage profiles display their predicted patterns. For example, delayed-compensation plans are unnecessary if the output of a worker is easily monitored or if the worker is self-employed or paid a piece rate. If we can find evidence that wages for these workers rise more slowly than average, it would lend support for the existence of delayed-payment schemes. Likewise, if tenure profiles are steepest during periods when workers are most likely to be receiving training, support for the human-capital explanations could be inferred. To date, the best of the explanations for rising tenure profiles has by no means been discovered—and, of course, it may be that each correctly provides a partial explanation for the increase of earnings with job tenure.

Why Do Large Firms Pay More?

Roughly 20 percent of all American private sector employees work in firms with fewer than 20 workers, while about 45% work in firms with more than 500. Workers in the latter group, however, are much better paid than workers in the former group with the same education and experience. It is also apparent that, especially for supervisory workers, wages rise faster with experience in larger firms.

The explanations that have been offered for why larger firms pay higher wages are rooted in claims that they need better workers and/or that they have better opportunities to make their workers more productive. One potential explanation, for example, is that there are economies of scale in job training; larger firms

---


When discussing the problems of motivating individuals in a group, we noted that opinion surveys of both workers and human-resource managers suggest that perceptions of fairness will affect the productivity of employees. Can we obtain independent evidence on whether workers derive utility just from their own earnings and the consumption such earnings permit, or whether their earnings relative to those of others also affect their utility? Putting the question differently, do workers care only about their absolute level of earnings or does their concern for fairness cause them also to care about how their earnings level compares with that of others?

If fairness is something workers value, economic theory predicts that they should be willing to pay a price to obtain it. Finding natural experiments that test this prediction is difficult, so some economists have turned to laboratory experiments as a way to gain insights into what motivates people.

Consider the following game conducted with 112 economics and business students at the University of Wisconsin, Madison. The students were anonymously paired (they never found out with whom they were paired). One was designated the “proposer” and the other the “responder.” The objective of the game was to divide up to $12. The proposer indicated how each dollar was to be divided, and the responder then chose how many dollars (zero to 12) were to be divided.

If the proposer indicated, for example, that he or she would keep 75 percent of all dollars divided, the responder could walk away with at most $3—by proposing to split the whole $12. In this case, the proposer would receive $9. If responders cared only about their own gains and not about rewards to others, they would not choose to shrink the pool. However, if responders cared so much about their relative payoffs that they were willing to give up some gains to retaliate against what they considered unfair treatment by the proposer, they could do so by shrinking the pool. For example, if a responder thought the 75/25 split was unfair, he or she might shrink the pool to $8, in which case the responder would walk away with $2 and the proposer would receive only $6. In this case, we would observe responders giving up $1 for the utility gained by inflicting $3 of loss on the proposer.

The results of the above laboratory experiment indicated that about half of the responders accepted whatever split was proposed and did not choose to shrink the pool. That is, roughly half were concerned only about their own, absolute payments.

Among the roughly half who were concerned enough about fairness to pay something to retaliate, how much were they willing to pay? The average proposal
was for the responder to receive about 40 cents of each dollar split, and with proposals of a 60/40 split, those who were willing to retaliate shrunk the pool by about $3. With a pool now shrunk by $3, these responders indicated that they were willing to give up $1.20 (0.4 \times$3) to inflict a loss of $1.80 (0.6 \times$3) on the proposer.

While we might question whether the players chosen for the game and the amounts of money at risk accurately portray preferences of real workers in real jobs, laboratory experiments such as this one do offer a major advantage over opinion surveys. The players are not merely responding hypothetically to questions; rather, they are engaging in actual behavior that has a consequential (monetary) outcome. In recent years, laboratory experiments have become an accepted tool for gaining insight into economic behavior when it is difficult or infeasible to generate behavioral data from real markets.


are therefore more likely to offer it and, of course, have greater need to attract workers willing to undertake it.56

A second possible explanation is that large firms more often use highly interdependent production processes, which require that workers be exceptionally dependable and disciplined (one shirking worker can reduce the output of an entire team). Workers in a highly interdependent production environment are more regimented and have less ability to act independently, and their higher wages can be seen as a compensating wage differential for the unattractiveness of a job requiring rigid discipline.

A third hypothesis is that larger firms find job vacancies more costly. They tend to be more capital-intensive and, as noted earlier, have more interdependent production processes. Therefore, an unfilled job or an unexpected quit could more severely disrupt production in larger firms and, by idling much of its labor and capital, impose huge costs on the firm. In an effort to reduce quits and ensure that vacancies can be filled quickly, larger firms thus decide to pay higher wages—even when the work environment is not unattractive and efficiency wages are otherwise unnecessary (because other work incentives exist).57


A fourth hypothesis argues that workers in larger firms are more productive because larger firms have more options for allocating workers to various tasks and machines efficiently. They have enough capital, labor, and customers, so the argument goes, that their workers experience less idleness and the most productive workers can be paired with the newest and most productive machines.\textsuperscript{58}

The remaining hypotheses are rooted in concepts discussed in this chapter. One is that large firms make available to workers many steps in a career ladder so that long-term attachments between worker and employer are more attractive than in smaller firms. As has been noted in this chapter, employers whose workers are seeking long-term attachments have more options for using pay to motivate productivity. Efficiency wages are a more effective motivator when there is an expected long-term attachment, because workers’ losses from being terminated rise with both their wage level and the length of their future expected tenure. Deferred-compensation schemes and promotion tournaments obviously can be used only in the context of long-term attachment.

While large firms have more opportunities for adopting efficiency wages, deferred-compensation plans, or promotion tournaments, they may also have a greater need to adopt one or more of these schemes. Owing to sheer size, it is argued, they find it more difficult to monitor their employees and thus must turn to other methods to encourage high levels of effort. One study concluded that the firm-size effect is more related to the presence of efficiency wages than to compensating wage differentials for a demanding work environment.\textsuperscript{59}

\textbf{Review Questions}

1. Explain the underlying principle and the necessary conditions for implicit contracts in the labor market to be self-enforcing.
2. The earnings of piece-rate workers usually exceed those of hourly paid workers performing the same tasks. Theory suggests three reasons why. What are they?
3. Suppose that as employment shifts out of manufacturing to the service sector, a higher proportion of workers are employed in small firms. What effect would this growth of employment in small firms have on the types of compensation schemes used to stimulate productivity?
4. Suppose two pizza parlors employ drivers whose job it is to deliver pizzas to those who order over the phone. One company pays its drivers an hourly wage, and the other pays them by the number of pizzas


delivered each day (which can be affected by efforts of drivers to deliver and hurry back for the next order). Which company is more likely to experience higher rates of traffic accidents among its drivers? Why?

5. “The way to get power over workers is to underpay them.” Comment.

6. Some real estate brokers split the commission revenues generated by each sale with the responsible agent. Others, however, require their agents to pay them (the brokers) money up front and then allow the agents to keep the entire commission from each sale they make. Which agents would you predict to have the larger volume of sales—those who split all commissions with their employer or those who pay an up-front fee to their employer and then keep the entire commission? Explain.

7. In recent years, many plants have closed, forcing thousands of workers out of their jobs and into new ones. Studies of wage loss suffered by these displaced workers find that among groups of workers with exactly the same skills and types of training, workers who had been with the firm for many years and were in the 55–64 age range had greater wage losses than those in the 25–34 age range. How might a compensation scheme designed to enhance worker motivation lead to this result?

8. A recent magazine article on Japan’s economic problems stated, “As the post-war baby-boomers reach their 50s, Japan’s lifetime employers are carrying the cost of paying their senior workers more than they are worth.” Is this comment consistent with economic theory? Explain.

9. A recent magazine article contained the following quote:

“There has been a welcome shift in CEO pay away from stock options, which are often tenuously related to performance, and toward discretionary bonuses.”

Use economic theory to analyze the dual claim that stock options are tenuously related to CEO performance and that moving away from them and toward bonuses will strengthen incentives for CEOs to perform well.

Problems

1. Suppose that the market wage is $5 per hour, but Charlie will work harder if his employer pays him a higher wage. The relationship between Charlie’s wage and $MRP_L$ is given in the following table. What is the efficient wage for Charlie?

<table>
<thead>
<tr>
<th>Wage ($/hour)</th>
<th>$MRP_L$ ($/hour)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>6.00</td>
</tr>
<tr>
<td>5</td>
<td>8.00</td>
</tr>
<tr>
<td>6</td>
<td>9.50</td>
</tr>
<tr>
<td>7</td>
<td>10.25</td>
</tr>
<tr>
<td>8</td>
<td>11.00</td>
</tr>
<tr>
<td>9</td>
<td>11.50</td>
</tr>
<tr>
<td>10</td>
<td>12.00</td>
</tr>
<tr>
<td>11</td>
<td>12.25</td>
</tr>
<tr>
<td>12</td>
<td>12.50</td>
</tr>
<tr>
<td>13</td>
<td>12.75</td>
</tr>
</tbody>
</table>

2. A firm is considering adopting a plan in which the company pays employees less than their $MRP_L$ early in their careers and more than their $MRP_L$ late in their careers. For a typical worker at the firm, $MRP_L = 10 + 0.1T$, where $T =$ the number of years that the worker has been employed at the firm and $MRP_L$ is measured in dollars per hour. The worker’s wage per hour is
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\[ W = 8 + 0.2T. \] Assume that this wage is high enough to attract workers from alternative jobs, that the discount rate for the firm is zero, and that the expected tenure of a typical worker is 35 years. If workers retire after 35 years, will this plan be profitable for the firm? Explain. For how many years will the firm underpay its workers?

3. a. The MRP of labor is given by the following equation: \( MRP_0 = 20 - L \), where \( L \) = number of workers. If the market wage is $5 per hour, how many workers will the employer want to hire?

b. The employer now finds that employees will work harder if they are paid a higher wage. If the wage rate paid the workers is at least $6 per hour, the higher productivity of labor is represented by the new marginal product of labor curve: \( MRP_1 = 22 - L \). How many workers would the employer want to hire at $6 per hour?

c. Use economic theory to explain the change in employment levels associated with paying $6 instead of $5.

4. Suppose the wage rate that is paid at a particular firm is \( W = 5 + 0.5T \), where \( T \) = the number of years that the worker has been employed at the firm. The marginal revenue product, which is measured in dollars per hour, is \( MRP_L = 6 + 0.3T \). Assume that the wage is high enough to attract workers from alternative jobs.

a. Ignoring the discounting of future values to the present, graph the wages and \( MRP_L \) over a period of 12 years.

b. Would this pay scheme be more attractive to (a) a worker who is looking for stable employment with the same firm for the next 12 years or (b) a worker who plans to move to another geographic area in six years, which would necessitate leaving his or her job? Explain.

Selected Readings


The American labor force has gone through a period of remarkable demographic change in recent decades. Some forces for change have been rooted in the different expectations of women regarding the balance between household and market work. Other forces for change have arisen from immigration, both legal and illegal, and from different birthrates among racial/ethnic groups. The result has been a pronounced and continuing change in the mix of groups in the labor force.

Table 12.1 contains both changes occurring from 1988 to 2008 and projections that are foreseeable by the year 2018. White workers, who were about 80 percent of the labor force in 1988, constituted less than 70 percent by 2008, and their share is projected to fall to 64 percent by 2018. The share of women in the labor force is steadily rising, as is the share of African Americans, while the shares of Asian Americans and Hispanics are rising quickly—the latter group having more than doubled in share from 1988 to 2008.

With the exception of Asian Americans, the groups in the labor force that are growing most rapidly are those whose members earn substantially less, on average, than white males for full-time work. A glance at Figure 12.1 suggests that as of 2008, none of the non-Asian groups with rapid growth rates averaged more than 67 percent of white male earnings for full-time work; the full-time earnings of black and Hispanic women averaged around 50 percent. In contrast, Asian-American men had average earnings for full-time work that were virtually equal to the average for white men.
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The growing numerical significance of demographic groups whose members are relatively poorly paid has heightened interest in understanding the sources of earnings differences across groups. The purpose of this chapter is to analyze such differences, with special attention to the topic of discrimination.

### Measured and Unmeasured Sources of Earnings Differences

This section focuses on explaining the earnings differentials for three of the larger (and partially overlapping) groups whose members have been targeted by government policy as potential victims of employment discrimination:

<table>
<thead>
<tr>
<th>Table 12.1</th>
<th>Shares of the Civilian Labor Force for Major Demographic Groups: 1988, 1998, 2008, 2018</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Year</td>
</tr>
<tr>
<td>White (non-Hispanic)</td>
<td>79.0%</td>
</tr>
<tr>
<td>Women (all races)</td>
<td>45.0%</td>
</tr>
<tr>
<td>Blacks (both genders)</td>
<td>10.9%</td>
</tr>
<tr>
<td>Asians, Native Americans (both genders)</td>
<td>3.1%</td>
</tr>
<tr>
<td>Hispanics (all races, both genders)</td>
<td>7.4%</td>
</tr>
</tbody>
</table>

*aIncludes Alaskan Natives and Pacific Islanders.


The growing numerical significance of demographic groups whose members are relatively poorly paid has heightened interest in understanding the sources of earnings differences across groups. The purpose of this chapter is to analyze such differences, with special attention to the topic of discrimination.

Figure 12.1

Mean Earnings as a Percentage of White Male Earnings, Various Demographic Groups, Full-Time Workers over 24 Years Old, 2008

<table>
<thead>
<tr>
<th>Demographic Group</th>
<th>Mean Earnings</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hispanic Females</td>
<td>$33,946</td>
<td>48%</td>
</tr>
<tr>
<td>Hispanic Males</td>
<td>$41,912</td>
<td>59%</td>
</tr>
<tr>
<td>Black Females</td>
<td>$37,959</td>
<td>54%</td>
</tr>
<tr>
<td>Black Males</td>
<td>$47,470</td>
<td>67%</td>
</tr>
<tr>
<td>Asian Females</td>
<td>$52,600</td>
<td>74%</td>
</tr>
<tr>
<td>Asian Males</td>
<td>$70,378</td>
<td>100%</td>
</tr>
<tr>
<td>White Females</td>
<td>$47,182</td>
<td>67%</td>
</tr>
<tr>
<td>White Males</td>
<td>$70,705</td>
<td>100%</td>
</tr>
</tbody>
</table>

women, blacks, and Hispanics. The focus is on these groups because data and studies are more readily available for them than for groups defined by such characteristics as physical limitation or sexual preference.\(^1\) We analyze earnings rather than total compensation (which would be preferable) for the practical reason that data on the value of employee benefits are not generally available by demographic group.

**Earnings Differences by Gender**

Combining all races, women over the age of 24 who worked full-time earned an average of around 70 percent of what males earned in the year 2008. This percentage was slightly higher than it was in 1990 (67 percent) and much higher than the 58 percent observed in 1970 and 1980.\(^2\) Understanding the sources of this difference is critical to a determination of what policies, if any, might be needed to address the gap in pay.\(^3\)

**Age and Education** The first step in analyzing earnings differentials is to think of potential sources of difference, many of which can be measured. We know from chapter 9 that two important and measurable factors that influence earnings are education and age (which is correlated with potential labor market experience). While the most recent cohorts of women have levels of schooling at least equal to those of men, the same cannot be said of older cohorts. Moreover, we also know that the age/earnings profiles for women are flatter than the ones for men. Therefore, we would expect that controlling for age and education would account for at least some of the female/male differences in earnings.

The data in Table 12.2, which categorizes women and men by age and education, suggest that, as expected, female/male earnings ratios tend to fall with age. Even for the youngest cohort of women in the table, however, these ratios are so low (0.79 is the highest) that we must look elsewhere for a complete explanation of the female/male earnings difference.

---


\(^3\) As noted, the pay differences presented and analyzed in this chapter relate to wages and earnings, not to measures of total compensation (which would include employee benefits). There is some indication that women are less likely than comparable men to have pension, health insurance, or disability benefits; see Janet Currie, “Gender Gaps in Benefits Coverage,” in *The Human Resource Management Handbook*, eds. David Lewin, Daniel Mitchell, and Mahmood Zaidi (Greenwich, Conn.: JAI Press, 1997), chapter 23.
A measurable factor that could help explain female/male earnings ratios is occupation. As can be seen in Table 12.3, women tend to be overrepresented in low-paying occupations and underrepresented in high-paying ones; thus, at least some of the difference between the average pay of women and men is the result of different occupational distributions. Moreover, Table 12.3 also suggests that even in the same occupations, women earn less than men. Since the higher-paying occupations selected for inclusion in Table 12.3 generally require specialized college or postgraduate education, it can be reasonably assumed that women and men

**Table 12.2**

Female Earnings as a Percentage of Male Earnings, by Age and Education, Full-Time Workers, 2008

<table>
<thead>
<tr>
<th>Age</th>
<th>High School Graduate (%)</th>
<th>Bachelor’s Degree (%)</th>
<th>Master’s Degree (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>25–34</td>
<td>75</td>
<td>74</td>
<td>79</td>
</tr>
<tr>
<td>35–44</td>
<td>65</td>
<td>71</td>
<td>67</td>
</tr>
<tr>
<td>45–54</td>
<td>68</td>
<td>63</td>
<td>59</td>
</tr>
<tr>
<td>55–64</td>
<td>79</td>
<td>60</td>
<td>66</td>
</tr>
</tbody>
</table>


**Occupation**

**Table 12.3**

Female/Male Earnings Ratios and Percentages of Female Jobholders, Full-Time Wage and Salary Workers, by Selected High- and Low-Paying Occupations, 2009

<table>
<thead>
<tr>
<th>Occupation</th>
<th>Percentage Female in Occupation</th>
<th>Female-to-Male Earnings Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>High-Paying</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chief executives</td>
<td>24</td>
<td>0.75</td>
</tr>
<tr>
<td>Computer software engineers</td>
<td>21</td>
<td>0.85</td>
</tr>
<tr>
<td>Lawyers</td>
<td>37</td>
<td>0.75</td>
</tr>
<tr>
<td>Pharmacists</td>
<td>43</td>
<td>0.76</td>
</tr>
<tr>
<td><strong>Low-Paying</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cashiers</td>
<td>71</td>
<td>0.86</td>
</tr>
<tr>
<td>Cooks</td>
<td>37</td>
<td>0.93</td>
</tr>
<tr>
<td>Food preparation</td>
<td>52</td>
<td>0.95</td>
</tr>
<tr>
<td>Waiters and Waitresses</td>
<td>66</td>
<td>0.87</td>
</tr>
<tr>
<td>Personal and home care aides</td>
<td>83</td>
<td>0.96</td>
</tr>
</tbody>
</table>

*High-paying” occupations are those in which women earned more than $1,300 per week in 2009; “low-paying” ones are those in which men earned less than $450 per week. Occupations in which so few of either gender were employed that earnings data were not published are omitted.

entering them share a “career” orientation—yet even for these occupations in 2009, the female/male earnings ratios lay in the range of 0.75 to 0.85.

**Hours and Experience** Within occupations, earnings are affected by one’s hours of work and years of experience. We saw in chapter 9 that women average fewer hours of market work per week than do men in the same occupation. Putting aside the effects of part-time employment by focusing on those working full-time, Table 9.2 indicated that women in given occupations average 2 percent to 8 percent fewer hours per week than do men. Because salaried workers presumably receive a compensating wage differential for longer hours of work, some of the earnings differentials in Table 12.3 could be associated with fewer hours of work among women.

Analyses suggest that within occupations, women typically have less (and sometimes, interrupted) work experience and are less likely to be promoted. One study of those who graduated with a Master of Business Administration (MBA) degree from the same highly ranked business school, for example, found that women earned about the same as men immediately after graduation, but after 15 years, they earned 40 percent less. Some of this difference at 15 years was associated with fewer current hours of work, but most was associated with less accumulated experience (women in the sample had fewer total months of experience and more months of part-time work than did their male counterparts). Given the primary role women have typically played in child-rearing, the authors attributed much of this “experience gap” to child care. Indeed, another study reports that in 1991, among all women working at age 30, those who were mothers earned 23 percent less than 30-year-old men, while those who were not mothers earned 10 percent less.

**Unexplained Differences** Clearly, controlling for occupation, education, age, experience, and hours of work probably goes a long way toward explaining earnings differentials by gender, and other measurable variables added to this list could explain some of the rest. It is possible, however, that some differences would remain unexplained even if all measurable factors were included in our analysis. If so, there are two possible interpretations. One is that these remaining differences

---


are the result of characteristics affecting productivity that might differ by gender but cannot be observed by the researcher (for example, the relative priorities individual men and women assign to market and household activities, if the two conflict). Alternatively, the unexplained differential could be interpreted as resulting from discriminatory treatment in the labor market. (See Example 12.1 for an illustration of discriminatory behavior against women in symphony orchestras.)

**Defining Discrimination** Labor market discrimination is said to exist if individual workers who have identical productive characteristics are treated differently because of the demographic groups to which they belong. Put differently, the average wage differentials we observe between demographic groups result from differences in the productive characteristics with which the groups enter the labor market (often called pre-market differences) and (b) differences in the way the groups are treated by actors within the labor market. Differential treatment within the labor market is what we refer to as labor market discrimination.

Gender discrimination in the labor market is alleged to take two prominent forms. First, employers are sometimes suspected of paying women less than men with the same experience and working under the same conditions in the same occupations; this is labeled wage discrimination. Second, women with the same education and productive potential are seen as shunted into lower-paying occupations or levels of responsibility by employers who reserve the higher-paying jobs for men. This latter form of discrimination has been called occupational discrimination.

**Wage Discrimination** Basic to the concept of labor market discrimination is that workers’ wages are a function of both their productive characteristics (their human capital, the size of the firm for which they work, and so on) and the price each
characteristic commands in the labor market. Thus, economic theory suggests that the wages of women and men might differ because of differences in their levels of job experience, for example, or they might differ because men and women are compensated differently for each added year of experience. Wage discrimination is said to be present when the prices paid by employers for given productive characteristics are systematically different for different demographic groups. In other words, if men and women (or minorities and nonminorities) with equal productive characteristics are paid unequally, even in the same occupations, then wage discrimination exists.

**Occupational Discrimination** Critical to a worker’s human capital are the occupational preparation and skills acquired through schooling, job training, or experience. Women and men have very different occupational distributions, but proving occupational segregation is a lot easier than proving occupational discrimination.

Occupational segregation can be said to exist when the distribution of occupations within one demographic group is very different from the distribution in another. With respect to gender, occupational segregation is reflected in there being female-dominated occupations and male-dominated ones.

If occupational choices are directly limited or if they are influenced by lower payoffs to given human capital characteristics, then occupational segregation certainly reflects labor market discrimination. If, however, these choices reflect different preferences or different household responsibilities (particularly related to child care), then two arguments can be made. One is that there is no particular problem, that occupational preferences—including those toward household work—form naturally from one’s life experiences and should be respected in a market economy. The other view is that these preferences are the result of pre-market discrimination—differential treatment by parents, schools, and society at large that points girls toward lower-paying (including household) pursuits long before they reach adulthood and enter the labor market.

We now turn to issues of measuring occupational segregation and wage discrimination. In both cases, we discuss the available measures and then briefly discuss the extent to which they can be said to accurately reflect discriminatory treatment.

**Measurement: Occupational Segregation** As seen in Table 12.3, women and men are not equally represented in the various occupations. While dramatic changes have occurred in recent decades, women are still underrepresented in higher-paying jobs and overrepresented in the lower-paying ones. Various measures are used to summarize the inequality of gender representation across detailed occupational categories, all of which are based on comparing the existing distribution of men and women in occupations with the distribution that would exist if assignment to occupations were random with respect to gender.7

---

One measure is the index of dissimilarity. Assuming workers of one gender remain in their jobs, this index indicates the percentage of the other gender that would have to change occupations for the two genders to have equal occupational distributions. If all occupations were completely segregated, the index would equal 100, while if men and women were equally distributed across occupations, it would equal zero. Analyses of gender-related employment patterns in 470 narrowly defined occupations suggest that the index of dissimilarity has declined from 68 in 1970, to 59 in 1980, to 53 in 1990.8 A study using somewhat different occupational groupings indicated that the decline in occupational segregation continued throughout the 1990s but that the pace slowed and the index fell by 4 percentage points.9

Despite a decline in occupational segregation, studies generally find that its effects on women’s wages are substantial. It is typically estimated that if American women with given educational attainment and experience levels were in the same occupations and industries as their male counterparts, their wages would rise by as much as 3 percent to 10 percent.10 These effects of occupational segregation on the earnings of women are more pronounced than in many European countries. The reason, pointed out in Example 12.2, is that the wage differentials (for both men and women) between high- and low-paying occupations are relatively larger in the United States, so the penalty for being in a low-wage job is generally greater than in Europe.

As noted previously, however, not all gender segregation is the result of labor market discrimination; at least some may be the result of either preferences formed before labor market entry or choices made later, in the context of family decision making, for example.11 As yet, no measure has been devised to estimate that portion of occupational segregation that can be attributed to unequal treatment by employers.

The decline in observable occupational segregation, and our inability to measure the role of preferences in that segregation, should not imply that discrimination is no longer an issue. Even within narrowly defined occupations, men and women are often segregated across employers. For example, it is common for restaurants to employ only waiters or only waitresses but not both. Furthermore,

11For an article reviewing studies of gender differences in preferences, see Rachel Croson and Uri Gneezy, “Gender Differences in Preferences,” Journal of Economic Literature 47 (June 2009): 448–474.
waitresses earn only 87 percent of what waiters earn, and a hiring audit of Philadelphia restaurants suggests that discrimination might play a role. In 1994, two matched pairs of men and women (with equivalent résumés) applied for jobs in 65 restaurants, and it was found that the high-priced restaurants, where earnings are higher, were much less likely to interview and extend an offer to the female applicant.12

The cause of this relatively large gender gap seems to be the wider pay differentials between high- and low-paid workers in the United States. It appears that wage differentials within and across occupations in the United States are larger than in other countries, so that all groups of workers with less experience or in lower-paid occupations are relatively worse off here than in other countries.

The irony of the relatively low wage ratio in the United States is that women’s productive characteristics are closer to those of men in the United States than in any other country. Furthermore, American women are less occupationally segregated, and American legislation concerning equal employment opportunity generally predated laws elsewhere.

<table>
<thead>
<tr>
<th>Country</th>
<th>Wage Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>France</td>
<td>0.90</td>
</tr>
<tr>
<td>Australia</td>
<td>0.87</td>
</tr>
<tr>
<td>Sweden</td>
<td>0.84</td>
</tr>
<tr>
<td>Italy</td>
<td>0.83</td>
</tr>
<tr>
<td>Germany</td>
<td>0.76</td>
</tr>
<tr>
<td>United States</td>
<td>0.76</td>
</tr>
<tr>
<td>Switzerland</td>
<td>0.75</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>0.75</td>
</tr>
<tr>
<td>Canada</td>
<td>0.70</td>
</tr>
</tbody>
</table>

The irony of the relatively low wage ratio in the United States is that women’s productive characteristics are closer to those of men in the United States than in any other country. Furthermore, American women are less occupationally segregated, and American legislation concerning equal employment opportunity generally predated laws elsewhere.

The cause of this relatively large gender gap seems to be the wider pay differentials between high- and low-paid workers in the United States. It appears that wage differentials within and across occupations in the United States are larger than in other countries, so that all groups of workers with less experience or in lower-paid occupations are relatively worse off here than in other countries.


waitresses earn only 87 percent of what waiters earn, and a hiring audit of Philadelphia restaurants suggests that discrimination might play a role. In 1994, two matched pairs of men and women (with equivalent résumés) applied for jobs in 65 restaurants, and it was found that the high-priced restaurants, where earnings are higher, were much less likely to interview and extend an offer to the female applicant.12

**Measurement: Wage Discrimination** We pointed out earlier that average earnings can differ between women and men either because of pre-market differences in average levels of productive characteristics or because of differences in

---

what women and men are paid for possessing each characteristic. Ideally, wage discrimination could be identified and measured in the following four-step process.\(^\text{13}\)

1. We would collect data, for men and women separately, on all human capital and other characteristics that are theoretically relevant to the determination of earnings. Based on discussions in earlier chapters, the characteristics of age, education and training, experience, tenure with current employer, hours of work, firm size, region, intensity of work effort, industry, and the job’s duties, location, and working conditions come readily to mind.

2. We would then estimate (statistically) how each of these characteristics contributes to the earnings of women. That is, we would use statistical techniques to estimate the payoffs to women associated with each characteristic. (The basic statistical technique used is called \textit{regression analysis}, and it allows us to estimate how changes in a productive characteristic affect earnings, holding other productive characteristics constant. A computer must be used to make these estimates when, as in the case at hand, there are several relevant productive characteristics to be jointly analyzed. However, the general idea behind this technique is graphically illustrated in Appendix 12A by using the simple example of estimating how wages are affected by changes in a single composite measure of job “difficulty.”)

3. Having measured levels of the productive characteristics typically possessed by men and women (step 1) and having estimated how changes in each productive characteristic affect the earnings of women (step 2), we would next estimate how much women would earn if their productive characteristics were exactly the same as those of men. This would be done by applying the payoffs women receive for each productive characteristic to the average level of those characteristics possessed by men.

4. Finally, we would compare the hypothetical average earnings level calculated for women (in step 3) with the actual average earnings of men. This latter comparison would yield an estimate of wage discrimination, because it reflects the effects of the different prices for productive characteristics paid to men and women. (In the absence of discrimination, women and men who have identical productive characteristics should have identical earnings.)

Can We Infer Wage Discrimination? There are two problems with this “ideal” measure of wage discrimination. First, as explained earlier, isolating the effects of labor market discrimination requires us to separately categorize the effects of pre-market differences in productive characteristics on overall wage differentials. The residual part of the wage gap that cannot be explained by different levels of productive characteristics—and instead is categorized as different payoffs to these characteristics—is what can be ascribed to labor market discrimination. Pre-market differences are the result of choices (primarily about investments in human capital and occupation) that individuals make, and these choices often vary across demographic groups. A question that is difficult to answer is the extent to which these pre-market choices are themselves affected by discrimination in the labor market.

Occupational choice is a case in point. For example, when making choices about occupational preparation, are women able to freely exercise their occupational preferences or do they avoid occupations for which they believe their entry will be made very difficult by discrimination in the labor market? On the one hand, if we assume women are able to freely choose their occupations, then gender-related occupational differences reflect preferences, and occupation becomes one of the pre-market variables for which we would want to control when trying to isolate the effects of labor market discrimination. On the other hand, if women’s occupational choices are constrained by discriminatory behavior in the labor market, then we would not want to include occupation among the pre-market control variables—because the effects of occupational choice on the gender wage differential reflect labor market discrimination, not the exercise of pre-market preferences.14

Thus, the first problem with our procedure for measuring wage discrimination is that because the labor market payoffs to productive characteristics can affect pre-market choices about them, the distinction between these two categories is not clear-cut. If we include among the pre-market controls a variable whose level is affected by labor market discrimination, we may understate the effects of such discrimination (by putting these effects in the “pre-market” category).

The second problem is that frequently we do not have data on all the pre-market variables that affect wages, and in this case, the above procedure may overstate the extent of labor market discrimination. For example, because of greater household responsibilities, women may be more likely than men to seek work close to home, may be less available for work outside normal business hours, or may more often be the parent on call if a child becomes ill at school. These choices reduce the earnings of women, and variables reflecting them should be included in the list of pre-market variables used in step 2, but because we lack data on them, their effects show up (in step 4) as reduced payoffs to the female human capital variables we do observe. Thus, if we believe that the omitted pre-market variables are ones that reduce women’s wages, we cannot conclude that all the unexplained

---

14One attempt to measure the effects of current labor market discrimination on subsequent human capital accumulation is reported in David Neumark and Michele McLennan, “Sex Discrimination and Women’s Labor Market Outcomes,” Journal of Human Resources 30 (Fall 1995): 713–740.
residual is caused by labor market discrimination (because some of the residual will be derived from the effects on women’s wages of the omitted characteristics).

Analyzing Wage Differences  These measurement problems notwithstanding, it is interesting to follow the four-step procedure outlined earlier and see what the earnings gap between women and men would be if observed productive characteristics were equalized. A study using 1998 data estimated that while women in the sample earned about 80 percent as much as men, if their productive characteristics (including occupation) had been equalized, they would have earned about 91 percent as much.15

A similar analysis of data for the year 2000, but which focused just on 35- to 43-year-olds, found that women’s earnings would have risen from 78 percent of men’s to between 91 and 98 percent if they had the same human capital characteristics, worked for the same types of employers, and had the same occupational distribution as men.16 Differences in labor market experience explained the largest part of the observed gender gap in earnings, while differences in the occupational distribution contributed roughly 3 percentage points to the original 22 percent gap. Thus, labor market discrimination could account for as much as 2 to 9 percentage points of the gap if occupational choice is assumed to reflect preferences or from roughly 5 to 12 points if occupational choices for women are assumed to be constrained.

The observed productive characteristic that contributes most to the wage gap between women and men in the same occupation is labor market experience. Women typically have less work experience than men of comparable age, education, and occupation; furthermore, an extra year of total experience also appears to have a lower payoff to women. Economists have increasingly recognized the need to go beyond measuring total years of experience to analyze the effects on wages of the frequency and timing of periods when women (and men) are out of the labor force.17 There is also evidence that it is experience as a full-time worker that is crucial for both men and women.18 Thus, in the absence of data on the frequency and timing of nonwork spells (data not normally available to the researcher), at least some of the lower payoff to work experience for women may be the result of an unmeasured productive characteristic.

15Blau, Ferber, and Winkler, The Economics of Men, Women, and Work, 205.
16O’Neill, “The Gender Gap in Wages circa 2000.” The estimated range of effects (from 91 percent to 98 percent) is produced by slightly different estimating procedures.
Earnings Differences between Black and White Americans

We saw in Figure 12.1 that black males who worked full-time in 2008 earned just 67 percent as much as white males; black females earned just 54 percent as much. These racially related earnings gaps were narrowed in the 1970s but have not become much smaller since then.19

The earnings of full-time workers, however, do not tell the whole story of the economic disparities between black and white Americans. There is no major difference in the fraction of adult male employees in the two groups who work part-time, and there is a lower percentage of employed black women (30 percent in 2008) than white women (37 percent) who work part-time. There are significant disparities, however, in the employment-to-population ratios (the ratios of employed adults to the entire population of adults in a particular demographic group). It can be seen in the first two columns of Table 12.4 that, as compared with the white population, a lower percentage of the black population is employed. The differences are particularly striking for males. We begin our analysis of black/white disparities by first considering these differences in the employment ratios.

Differences in Employment Ratios The employment ratio for a given demographic group is completely determined by the percentage of the group seeking employment (the labor-force participation rate) and the percentage of those seeking employment who find it. Because the latter is equal to 100 percent minus the group’s unemployment rate, the employment ratio can be expressed as a function of two widely published rates: the group’s labor-force participation rate and its unemployment rate.

Table 12.4 contains data on labor-force participation rates and unemployment rates by race and gender. Looking first at labor force participation, we see that black women have had higher labor force participation rates than white women over the 1970 to 2009 period. Among men, however, the picture is much different. Black men have had consistently lower participation rates than white men, and while both groups of men experienced reductions in labor-force participation rates from 1970 to 2009, the reductions were greater for blacks.

The declining labor-force participation rates of men are not just the result of earlier labor force withdrawal among older men or more postsecondary schooling by the young (although as we saw in chapter 6, both phenomena have played a role). The participation rates even of men aged 35 to 44 have dropped for both blacks and whites, with these reductions being more or less confined to those with a high school education or less. The wages of poorly educated workers—especially men—have fallen in recent years, and many of these men apparently have become “discouraged workers” and have dropped out of the labor force. It

Table 12.4  

<table>
<thead>
<tr>
<th>Year</th>
<th>Blacks (%)</th>
<th>Whites (%)</th>
<th>Blacks (%)</th>
<th>Whites (%)</th>
<th>Blacks (%)</th>
<th>Whites (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Men</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1970</td>
<td>71.9</td>
<td>77.8</td>
<td>77.6</td>
<td>81.0</td>
<td>7.3</td>
<td>4.0</td>
</tr>
<tr>
<td>1980</td>
<td>62.5</td>
<td>74.0</td>
<td>72.1</td>
<td>78.8</td>
<td>13.3</td>
<td>6.1</td>
</tr>
<tr>
<td>1990</td>
<td>61.8</td>
<td>73.2</td>
<td>70.1</td>
<td>76.9</td>
<td>11.8</td>
<td>4.8</td>
</tr>
<tr>
<td>2000</td>
<td>63.4</td>
<td>72.9</td>
<td>69.0</td>
<td>75.4</td>
<td>8.1</td>
<td>3.4</td>
</tr>
<tr>
<td>2009</td>
<td>53.7</td>
<td>66.0</td>
<td>65.0</td>
<td>72.8</td>
<td>17.5</td>
<td>9.4</td>
</tr>
<tr>
<td>Women</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1970</td>
<td>44.9</td>
<td>40.3</td>
<td>49.5</td>
<td>42.6</td>
<td>9.3</td>
<td>5.4</td>
</tr>
<tr>
<td>1980</td>
<td>46.6</td>
<td>48.1</td>
<td>53.6</td>
<td>51.4</td>
<td>13.1</td>
<td>6.5</td>
</tr>
<tr>
<td>1990</td>
<td>51.5</td>
<td>54.8</td>
<td>57.8</td>
<td>57.5</td>
<td>10.8</td>
<td>4.6</td>
</tr>
<tr>
<td>2000</td>
<td>58.7</td>
<td>57.7</td>
<td>63.2</td>
<td>59.8</td>
<td>7.2</td>
<td>3.6</td>
</tr>
<tr>
<td>2009</td>
<td>52.8</td>
<td>54.8</td>
<td>60.3</td>
<td>59.1</td>
<td>12.4</td>
<td>7.3</td>
</tr>
</tbody>
</table>

aFor 1970 and 1980, data on blacks include other racial minorities. Data in all years are for persons aged 16 or older.

Sources: U.S. Bureau of Labor Statistics, Employment and Earnings 17 (January 1971), Table A-1; 28 (January 1981), Table A-3; 38 (January 1991), Table 3; 48 (January 2001), Table 3; 57 (January 2010), Table 3.

It appears that at least some of the larger declines in labor force participation among black males are a consequence of their lower average levels of education.20

Table 12.4 also suggests that the higher unemployment rates of blacks are a cause of their lower employment-to-population ratios. For both men and women, the unemployment rate among blacks is approximately twice that among whites. This pattern is not just a function of differences in education, age, experience or region of residence; the black unemployment rate has been roughly double the rate for whites in every group.21

The relative constancy of the black/white ratio of unemployment rates suggests that this ratio is not affected much by the business cycle. It would be


erroneous to conclude from this constancy, however, that recessions have equal proportionate effects on black and white employment; in fact, the constant ratio means that black workers suffer disproportionately in a recession.

Suppose, for example, that the white unemployment rate were 5 percent and the black unemployment rate were 10 percent; these rates imply, of course, that 95 percent of the white labor force and 90 percent of the black labor force are employed. Suppose now that a recession occurs and that the white and black unemployment rates rise to 8 and 16 percent, respectively. Among whites, the employment rate falls from 95 percent to 92 percent, which implies that a bit over 3 percent of whites who had jobs lost them ($3/95 = 0.032$). Among blacks, however, the employment rate falls from 90 percent to 84 percent, indicating that almost 7 percent of employed blacks lost their jobs ($6/90 = 0.067$). The greater sensitivity of black employment to aggregate economic activity has led many observers to conclude that blacks are the last hired and first fired.

**Occupational Segregation and Wage Discrimination** Among black workers who are employed, analyses similar to those for women can be made to measure the extent of occupational segregation and the degree to which measurable productive characteristics explain the black/white gap in earnings. Occupational segregation appears to be less prevalent by race than by gender. Recent studies that calculated indices of occupational dissimilarity by both race and gender found that the indices comparing black and white occupational distributions had values roughly half the size of indices comparing male/female occupational distributions. While racial occupational dissimilarities are smaller and have fallen faster over time than gender-related ones, economists continue to study what role, if any, discrimination plays in generating occupational differences by race.²²

Turning to the issue of wage discrimination, researchers have attempted to determine what factors are most responsible for the large gap that exists between blacks and whites. Analyses that use conventional data on education, experience, age, hours of work, region, occupation, industry, and firm size conclude that these easily measured factors account for much, but clearly not all, of the observed earnings gap between black and white men. One study, for example, estimated that if black men had the same conventionally measured productive characteristics (including occupation) as white men, they would receive earnings 89 percent of those received by whites.²³ As in the case of gender earnings differentials, however,

---


one is left with the question of whether the remaining 11 percent differential reflects current wage discrimination or unmeasured productive characteristics.

One normally unmeasured productive characteristic that plays a key role in explaining black/white wage differentials is cognitive achievement, as measured by scores on the Armed Forces Qualification Test (AFQT). Black Americans have lower AFQT scores, on average, which is associated with poorer-quality schooling and the influences of poverty on home and neighborhood characteristics. Studies that are able to include AFQT scores among their measures of productive characteristics have been limited to young people, but they generally estimate that differences in cognitive achievement alone explain most of the overall black/white earnings gap. Typically, these analyses conclude that if AFQT scores and other productive characteristics were equalized, the wages of young black Americans would fall somewhere in the range of 8 percent less to 8 percent more than those of comparable whites.

The effects of differences in cognitive achievement levels are clearly serious. Gaps between black and white Americans in schooling attainment and measured school quality (expenditures per pupil, for example) have narrowed considerably in recent decades, although the effects of these gains have been masked by increased relative wages of workers with the highest levels of educational attainment. Differences in the scores on the AFQT and other tests of cognitive achievement remain substantial, however, and the uncertain ability of additional schooling resources to influence cognitive achievement (see chapter 9) raises questions about how public policies can now help to equalize achievement scores.

While there is evidence of important pre-market differences between blacks and whites, on average, most studies do not find that these differences explain the entire wage gap that exists. Furthermore, there is ample direct evidence (from hiring audits and government complaints) that labor market discrimination exists.

---


Moreover, as long as black unemployment rates are twice those of whites, blacks will continue to fall short of whites, on average, in terms of job experience and the tenure-related benefits of on-the-job training.\footnote{Edwin A. Sexton and Reed Neil Olsen, “The Returns to On-the-Job Training: Are They the Same for Blacks and Whites?” \textit{Southern Economic Journal} 61 (October 1994): 328–342.}

**Earnings Differences by Ethnicity**

Increased immigration has sparked a renewed interest in the relative earnings of various ancestral groups in the United States, most especially because the earnings differences are so pronounced. Table 12.5 contains earnings data from a study of men using data from the 1990 \textit{Census of Population}. The first column displays full-time earnings of men from selected ancestral groups relative to the U.S. average, and from it, we can note the relatively high earnings of men whose ancestry was Russian, Italian, or Japanese. Conversely, men whose ancestry is Native American, Mexican, or Puerto Rican had especially low earnings.

Drawing upon our discussion of earnings differences across gender and race, we must ask to what extent these differences resulted from different levels of productive (or pre-market) characteristics. Educational attainment, for example, across ethnic groups is widely divergent. Men of Japanese, Chinese, and Russian ancestry had average levels of college attainment roughly twice the national average of 1.6 years in 1990, while men from Puerto Rican and Mexican backgrounds had average levels that were under half the national average. The second column in Table 12.5 presents estimates of what earnings in each group

<table>
<thead>
<tr>
<th>Ancestral Group</th>
<th>Earnings as a Percentage of U.S. Average</th>
<th>Estimated Earnings as a Percentage of U.S. Average If Productive Characteristics of Group Were Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>U.S. total</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Mexican</td>
<td>71</td>
<td>95</td>
</tr>
<tr>
<td>Puerto Rican</td>
<td>87</td>
<td>98</td>
</tr>
<tr>
<td>Cuban</td>
<td>90</td>
<td>102</td>
</tr>
<tr>
<td>Chinese</td>
<td>99</td>
<td>95</td>
</tr>
<tr>
<td>Japanese</td>
<td>133</td>
<td>115</td>
</tr>
<tr>
<td>Native American</td>
<td>85</td>
<td>95</td>
</tr>
<tr>
<td>English</td>
<td>113</td>
<td>102</td>
</tr>
<tr>
<td>Italian</td>
<td>121</td>
<td>109</td>
</tr>
<tr>
<td>Russian</td>
<td>157</td>
<td>118</td>
</tr>
</tbody>
</table>

would have been if observed productive characteristics, including education and fluency in English, were equalized across all groups. The results suggest that if observed productive characteristics were equalized, men of Japanese or Russian ancestry would have earned 15 percent to 18 percent more than average, while those of Mexican, Chinese, or Native American ancestry would have earned roughly 5 percent less.28

Because of social concern about labor market discrimination, it is natural to focus on groups whose earnings appear to be low, given their productive characteristics. In recent years, however, there has also been interest in the diversity of earnings across white ethnic groups, for which discrimination is of less concern. Of particular interest is whether there are unmeasured qualitative differences in education or background across ethnic groups. Indeed, recent studies have found evidence that there are important intergenerational transfers of “ethnic human capital,” some of which is manifest in divergent rates of return to education.29

Research interest in ancestral groups that are suspected victims of labor market discrimination have centered on “Hispanics,” a categorization including people from such diverse backgrounds as Mexican, Puerto Rican, Cuban, and Central and South American. While these groups share a common linguistic heritage, one can infer from Table 12.5 that they have somewhat different earnings and human capital levels.

The influx of Spanish-speaking immigrants into the United States has resulted in the growth of a group of workers characterized by its youth, low levels of education, inexperience in the American labor market, and relatively low levels of proficiency in English. Motivated in part by concerns about discrimination, recent research on earnings differences between Hispanics and non-Hispanic whites has focused on the effects of English-language proficiency on earnings. Language proficiency is not measured in the data sets normally used to analyze earnings, yet it clearly affects productivity in just about any job; hence, if measures of it are omitted from the analysis, we cannot conclude anything about the presence or absence of discrimination against immigrant groups.

28An analysis of wage differences in rural America estimates that equalizing the productive characteristics of Native Americans would result in their earning 3 to 7 percent less than rural whites. See Jean Kimmel, “Rural Wages and Returns to Education: Differences between Whites, Blacks, and American Indians,” *Economics of Education Review* 16 (February 1997): 81–96. Similar findings come from a study of native groups in Canada; see Peter George and Peter Kuhn, “The Size and Structure of Native–White Wage Differentials in Canada,” *Canadian Journal of Economics* 27 (February 1994): 20–42.

The handful of studies (including the one underlying the data in Table 12.5) that have had access to data on language proficiency estimate that equalizing all productive characteristics, including language proficiency, would bring the earnings of Hispanics up to within 3 percent to 7 percent of those received by non-Hispanic whites. One study, however, found that the effects on earnings of either unmeasured productive characteristics or labor market discrimination are far larger for black than for non-black Hispanics.30

Theories of Market Discrimination

We cannot rule out the presence of discrimination against women and minorities in the labor market. Before designing policies to end discrimination, however, we must understand the sources and mechanisms causing it. The goal of this section is to lay out and evaluate the different theories of discrimination proposed by economists.

Three general sources of labor market discrimination have been hypothesized, and each source suggests an associated model of how discrimination is implemented and what its consequences are. The first source of discrimination is personal prejudice, wherein employers, fellow employees, or customers dislike associating with workers of a given race or sex.31 The second general source is statistical prejudgment, whereby employers project onto individuals certain perceived group characteristics. Finally, there are models based on the presence of noncompetitive forces in the labor market. While all the models generate useful, suggestive insights, we will see that none has been convincingly established as superior.

Personal-Prejudice Models: Employer Discrimination

The models based on personal prejudice assume that employers, customers, or employees have prejudicial tastes; that is, they have preferences for not associating with members of certain demographic groups. Suppose first that white male employers are prejudiced against women and minorities but (for simplicity’s sake) that customers and fellow employees are not. Furthermore, assume for the purposes of this model that the women and minorities in question have the same productive characteristics as white males. (This assumption directs our focus to labor market discrimination by putting aside pre-market differences.)


If employers have a decided preference for hiring white males in high-paying jobs despite the availability of equally qualified women and minorities, they will act as if the latter were less productive than the former. By virtue of our assumption that the women and minorities involved are equally productive in every way, the devaluing of their productivity by employers is purely subjective and is a manifestation of personal prejudice. The more prejudiced an employer is, the more actual productivity will be discounted.

Suppose that \( MRP \) stands for the actual marginal revenue productivity of all workers in a particular labor market and \( d \) represents the extent to which this productivity is subjectively devalued for minorities and women. In this case, market equilibrium for white males is reached when their wage \( (W_M) \) equals \( MRP \):

\[
MRP = W_M \tag{12.1}
\]

For the women and minorities, however, equilibrium is achieved only when their wage \( (W_F) \) equals their subjective value to firms:

\[
MRP - d = W_F \tag{12.2}
\]

or

\[
MRP = W_F + d \tag{12.2a}
\]

Since the actual marginal revenue productivities are equal by assumption, equations (12.1) and (12.2a) are equal to each other, and we can easily see that \( W_F \) must be less than \( W_M \):

\[
W_M = W_F + d \tag{12.3}
\]

or

\[
W_F = W_M - d \tag{12.3a}
\]

What this says algebraically has a very simple economic logic: if the actual productivity of women and minorities is devalued by employers, workers in these groups must offer their services at lower wages than white males to compete for jobs.

**Profits under Employer Discrimination** This model of employer discrimination has two major implications, as illustrated by Figure 12.2, which is a graphic representation of equation (12.2a). The first concerns profits. A discriminatory employer faced with a market wage rate of \( W_F \) for women and minorities will hire \( N_0 \), for at that point \( MRP = W_F + d \). Profit-maximizing employers, however, will hire \( N_1 \); that is, they will hire until \( MRP = W_F \). The effects on profits can be readily seen in Figure 12.2 if we remember that the area under the \( MRP \) curve represents
total revenues of the firm. Subtracting the area representing the wage bill of the discriminatory employer (0EFN₀) yields profits for these employers equal to the area AEB. Profits for a profit-maximizing (nondiscriminatory) employer, however, are AEG. These latter employers hire women and minorities to the point where their marginal product equals their wage, while the discriminators end their hiring short of that point. Discriminators thus give up profits in order to indulge their prejudices.

**Pay Gaps under Employer Discrimination** The second implication of our employer discrimination model concerns the size of the gap between \( W_M \) and \( W_F \). The determinants of this gap can be best understood by moving to an analysis of the market demand curve for women or minorities. In Figure 12.3, the market’s demand for women or minorities is expressed in terms of their wage rate relative to the wage for white males. The figure assumes that there are a number of nondiscriminatory employers who will hire up to \( N_a \) women or minorities at a relative wage of unity (that is, at \( W_F = W_M \)). For those employers with discriminatory preferences, \( W_F \) must fall below \( W_M \) to induce them to hire women or minorities. These employers are assumed to differ in their preferences, with some willing to hire women or minorities at small wage differentials and others requiring larger ones. Thus, the market’s relative demand curve is assumed to bend downward at point \( A \), reflecting the fact that to employ more than \( N_a \) of women or minorities would require a fall in \( W_F \) relative to \( W_M \).

If the supply of women or minorities is relatively small (supply curve \( S_1 \) in Figure 12.3), then such workers will all be hired by nondiscriminatory employers.
and there will be no wage differential. If the number of women or minorities seeking jobs is relatively large (see supply curve $S_2$), then some discriminatory employers will have to be induced to hire women or minorities, driving $WF$ down below $WM$. In Figure 12.3, combining supply curve $S_2$ with the demand curve drives the relative wage down to 0.75.

Besides changes in the labor supply curves of women or minorities, there are two other factors that can cause the market differential between $WF$ and $WM$ to change. First, given the supply curve, if the number of nondiscriminators were to increase, as shown in Figure 12.4, the wage differential would decrease. The increase
in the nondiscriminators shows up graphically in the figure as an extension of the horizontal segment of the demand curve to $A'$, and the relative wage is driven up (to 0.85 in the figure). Behaviorally, the influx of nondiscriminators absorbs more of the supply than before, leaving fewer minorities or women who must find employment with discriminatory employers. Moreover, the few who must still find work with discriminatory employers are able to bypass the worst discriminators and can go to work for those with smaller preferences for discrimination.

Second, the same rise in $W_F$ relative to $W_M$ could occur if the number of prejudiced employers stayed the same but their discriminatory preferences were reduced. Such reduction would show up graphically as a flattening of the downward-sloping part of the market’s relative demand curve, shown in Figure 12.5. The changes hypothesized in this figure cause $W_F$ to rise relative to $W_M$ because the inducement required by each discriminatory employer to hire women or minorities is now smaller.

There are three empirical predictions about race-related wage gaps that arise from our discussion of Figures 12.3, 12.4, and 12.5. First, holding human capital constant, race-related pay gaps will be greater when the black population in a region is greater (see Figure 12.3). Second, pay gaps will be larger, other things equal, when the prejudice of the white employers who hire blacks is greater (see Figures 12.4 and 12.5). Third, pay gaps will be unaffected by the level of prejudice of the most prejudiced employers (the ones who do not hire blacks). A recent study—using attitudes about interracial marriages and voting for a black presidential candidate—finds support for all three predictions.32

---

**Figure 12.5**

*Effects on Relative Wages of a Decline in the Discriminatory Preferences of Employers*

---

Which Employers Can Afford to Discriminate? The employer discrimination model implies that discriminators maximize utility (satisfying their prejudicial preferences) instead of profits. This practice should immediately raise the question of how they survive. Since profit-maximizing (nondiscriminatory) firms would normally make more money from a given set of assets than would discriminators, we should observe nondiscriminatory firms buying out others and gradually taking over the market. In short, if competitive forces were at work in the product market, firms that discriminate would be punished and discrimination could not persist unless their owners were willing to accept below-market rates of return.

Theory suggests, then, that employer discrimination is most likely to persist when owners or managers do not have to maximize profits in order to stay in business. The opportunity to indulge in discriminatory preferences is especially strong among monopolies that face government regulation, because the costs of this wasteful practice make profits look smaller to regulatory bodies.

Studies of both the banking and trucking industries provide evidence consistent with the greater presence of race and gender discrimination among regulated monopolies. Both industries were historically regulated in ways that limited competition, both were deregulated in recent decades, and in both cases, race and gender wage differentials were considerably narrowed by greater product-market competition.33

Personal-Prejudice Models: Customer Discrimination

A second personal-prejudice model stresses customer prejudice as a source of discrimination. Customers may prefer to be served by white males in some situations and by minorities or women in others. If their preferences for white males extend to jobs requiring major responsibility, such as physician or airline pilot, then occupational segregation that works to the disadvantage of women and minorities will occur. If women or minorities are to find employment in these jobs, they must either accept lower wages or be more qualified than the average white male, because their marginal revenue productivity to their employers is reduced by customers’ prejudices.

One of the implications of customer discrimination is that it will lead to segregation in the occupations with high customer contact. Firms that cater to discriminatory customers will hire only the preferred group of workers, pay higher wages, and charge higher prices than firms that employ workers from disfavored groups and that serve nondiscriminatory customers. To continue their discriminatory ways, then, customers must be willing to pay the added costs.

Empirical studies have found evidence consistent with customer discrimination. For example, the racial composition of a firm’s customers is reflected in the racial composition of its employees, especially in jobs with high customer contact. Similarly, a study of television viewership for professional basketball games in the United States found that ratings rose, other things equal, when there was greater participation by white players. Because a team’s revenues are affected by its television viewership, the latter finding implies that customer discrimination causes white players to have higher marginal revenue product—and higher pay—than black players with comparable skills.34

**Personal-Prejudice Models: Employee Discrimination**

A third source of discrimination based on personal prejudice might be found on the supply side of the market, where white male workers may avoid situations in which they will have to interact with minorities or women in ways they consider distasteful. For example, they may resist taking orders from a woman or sharing responsibility with a minority member.

If white male workers, for example, have discriminatory preferences, they will tend to quit or avoid employers who hire and promote on a nondiscriminatory basis. Employers who wish to employ workers in a nondiscriminatory fashion, therefore, would have to pay white males a wage premium (a compensating wage differential) to keep them.

If employers were nondiscriminatory, however, why would they pay a premium to keep white males when they could hire equally qualified and less expensive women or minorities? One answer is that white males constitute a large fraction of the labor force, so it is difficult to imagine producing without them. Moreover, the pressure for women and minorities to be employed outside of “traditional” occupations is relatively recent, so white males hired under one set of implicit promises relating to future promotion possibilities now must adjust to a new set of competitors for positions within the firm. Firms realize that changing their practices involves reneging on past promises, so they may seek to accommodate the preferences for discrimination among their workers. Put differently, employee discrimination may be costly to employers but so is getting rid of it.

One way to accommodate employee discrimination is to hire on a segregated basis. While it is usually not economically feasible to completely segregate a plant, it is possible to segregate workers by job title. Thus, both the employee and the customer models of discrimination can help to explain the finding of one study that employers usually hire only women or only men into any single job title—even if other employers hire members of the opposite sex into that job title.35

---


35Groshen, “The Structure of the Female/Male Wage Differential.”
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The most direct test for the presence of employee discrimination comes from a study that found young white males earned more in racially integrated workplaces than if they worked in segregated environments. Furthermore, some studies suggest that the lack of women in top executive jobs may be related to distaste among men for working under female bosses—although this distaste may be diminishing over time.36 (Example 12.3 provides an interesting historical example of employee discrimination.)


EXAMPLE 12.3

Fear and Lathing in the Michigan Furniture Industry

In the late nineteenth century, America attracted several hundreds of thousands of immigrants every year. Ethnicity was very important, as people divided along ethnic lines into separate neighborhoods, churches, trade unions, and social clubs. This flood of immigrants encouraged a growing tide of nativism during the late 1800s. The most recognizable face of this nativism was hostility by the American-born toward Catholics and the new immigrant groups from southern and eastern Europe. In addition, many of the newcomers distrusted and disliked one another, carrying over animosities from the old country.

How did these ethnic sensibilities play out in the labor market? Data from the Michigan furniture industry in 1889 allow us a remarkable view, as they include the wages of workers and measures of their human capital, plus information on the ethnicity of coworkers and supervisors.

During this period, the supervisors or foremen had tremendous latitude in hiring and setting the wages of those who worked under them. If employers were the source of discrimination, then we would expect a worker to earn more when supervisors were from the same ethnic group and less when they were not. If fellow employees were the source of discrimination, we would expect a compensating wage differential to arise, with workers receiving higher pay to offset the disamenity of working with members of other ethnic groups and lower pay when working only with members of their own ethnic group.

Both of these indications of discrimination occurred in the Michigan furniture industry, but employee-based discrimination appears to have been much more important. Working with foremen from one’s own ethnic group was associated with earning wages about 2 percent higher.

However, the ethnicity of coworkers had a fairly large effect: workers who were the only member of their ethnic group in the workplace earned about 11 percent more than those whose ethnic group made up about one-quarter of the labor force. Those working in a factory where over 90 percent of coworkers were from their own ethnic group earned about 9 percent less. Thus, a worker could pay a big price for avoiding—and could reap big rewards from working with—workers from the other ethnic groups.

Statistical Discrimination

We discussed in chapter 5 the need for employers to acquire information on their job applicants in one way or another, all of which entail some cost. Obviously, the firm will evaluate the personal characteristics of its applicants, but in seeking to guess their potential productivity, it may also utilize information on the average characteristics of the groups to which they belong. If group characteristics are factored into the hiring decision, statistical discrimination can result (at least in the short run) even in the absence of personal prejudice.\(^{37}\)

Statistical discrimination can be viewed as a part of the screening problem that arises when observable personal characteristics that are correlated with productivity are not perfect predictors. By way of example, suppose two grades of workers apply for a secretarial job: those who can type 70 words per minute (wpm) over the long haul and those who can type 40 wpm. These actual productivities are unknown to the employer, however. What the employer can observe are the results of a 5-minute keyboarding test whose results reflect skill but also are affected by test-taking abilities and luck.

Figure 12.6 shows the test-score distributions for both groups of workers. Those who can actually type 70 wpm score 70 on average, but half score less. Likewise, half of the other group score better than 40 on the test. If an applicant scores 55, say, the employer does not know if the applicant is a good (70 wpm) or a bad (40 wpm) keyboarder. If those scoring 55 are automatically rejected, the firm will be rejecting some good workers, and if it accepts those scoring 55, some bad workers will be hired.

---

Suppose the employer, in an effort to avoid the above dilemma, does some research and finds out that applicants from a particular training school are specifically coached to perform well on 5-minute keyboarding tests. Thus, applicants who can actually type $X$ wpm over a normal day will tend to score higher than $X$ wpm on a 5-minute test. Recognizing that students from this school will have average test scores above their long-run productivity, the firm might decide to reject all applicants from this school who score 55 or below (on the grounds that, for most, the test score overestimates their ability).

The general lesson of this example is that firms can legitimately use both individual data (test scores, educational attainment, experience) and group data in making hiring decisions when the former are not perfect predictors of productivity. However, this use of group data can give rise to market discrimination because people with the same measured productive characteristics (test scores, education, etc.) will be treated differently depending on group affiliation. The use by employers of race and sex in evaluating job applicants could lead them to prefer white males over other groups. While it is obvious that this preference could be rooted in prejudice, it is also possible that it is based on nonmalicious grounds (for example, the fact that women work fewer hours on average than men). However, if statistical discrimination does not derive from prejudice, then employers will show evidence of “learning” (relying less on group affiliation) as more accurate information on individuals becomes available.38

Noncompetitive Models of Discrimination

The discriminatory models discussed so far have traced out the wage and employment implications of personal prejudices or informational problems for labor markets in which firms were assumed to be wage-takers. The rather diverse models to which we now turn are all based on the assumption that individual firms have some degree of influence over the wages they pay, either through collusion or through some source of monopsonistic power.

Crowding

The existence and extent of occupational segregation, especially by gender, have caused some to argue that it is the result of a deliberate crowding policy intended to lower wages in certain occupations. Graphically, the “crowding hypothesis” is very simple and can be easily seen in Figure 12.7. Panel (a) illustrates a market in which supply is small relative to demand, and the wage ($W_h$) is thus relatively high. Panel (b) depicts a market in which crowding causes supply to be large relative to demand, resulting in a wage ($W_l$) that is comparatively low.

While the effects of crowding are easily seen, the phenomenon of crowding itself is less easily explained. If men and women were equally productive in a

Theories of Market Discrimination

Given job or set of jobs, for example, one would think that the lower wages of women caused by their being artificially crowded into certain jobs would make it attractive for firms now employing only men to replace them with less-expensive women workers; this profit-maximizing behavior should eventually eliminate any wage differential. The failure of crowding, or occupational segregation, to disappear suggests the presence of noncompeting groups (and therefore barriers to employee mobility), but we are still left with trying to explain why such groups exist in the first place. Over the past 70 years, various possible explanations have been put forth: the establishment of some jobs as “male” and others as “female” through social custom, differences in aptitude that are either innate or acquired, and different supply curves of men and women to monopsonistic employers (discussed later). None of these explanations is complete in the sense of getting at the ultimate source of discrimination, but it is undeniable that the more female-dominated an occupation is, the lower its wages are, even after controlling for the human capital of the workers in it.39

Dual Labor Markets A variant of the crowding hypothesis with more recent origins is the view that the labor market is divided into two noncompeting sectors: a primary and a secondary sector. Jobs in the primary sector offer relatively high wages, stable employment, good working conditions, and opportunities for advancement. Secondary-sector jobs, however, tend to be low-wage, unstable, dead-end jobs with poor working conditions; the returns to education and experience are thought to be close to zero in this sector. Workers (primarily minorities

---

and women) relegated to the secondary sector are tagged as unstable, undesirable workers and are thought to have little hope of acquiring primary-sector jobs.

The dual labor market description of discrimination does not really explain why noncompeting sectors arose or why women and minorities were confined to the secondary sector. Some view the dual labor market as arising out of employer collusion (see the section Collusive Behavior), and others see it as rooted in the factors that lead to internal labor markets and efficiency wages. Whatever the cause, there is evidence that two distinct sectors of the labor market exist—one in which education and experience are associated with higher wages and one in which they are not.40

Evidence in support of the dual labor market hypothesis offers an explanation of why discrimination can persist. It also calls into question the levels of competition and mobility that exist, and it suggests that the initial existence of noncompeting race/sex groups will be self-perpetuating. In short, the dual labor market hypothesis is consistent with any of the models of discrimination analyzed above; what it does suggest is that if any of these theories are applicable, we cannot count on natural market forces to eliminate the discrimination that results.

**Search-Related Monopsony**  The crowding and dual labor market explanations for discrimination are grounded in the assumption that workers are “assigned” to occupational groups from which mobility to other groups is severely restricted; how or why assignments are made is not entirely clear. A third model of restricted mobility is built around the presence of job search costs for employees.41 This model combines a monopsonistic model of firm behavior (discussed in chapter 5) with the phenomenon of prejudice.

Suppose that some, but not all, employers refuse to hire minorities or women owing to their own prejudices, those of their customers, or those of their employees. Suppose further that, in contrast, no employers rule out the hiring of white males. Minorities and women looking for jobs do not readily know who will refuse them out of hand, so they have to search longer and harder than do white men to generate the same number of job offers. As we saw in chapter 5, employee job search costs cause firms’ labor supply curves to slope upward, and the monopsonistic outcomes that follow become more pronounced when these search costs are greater.42

Figure 12.8 graphically illustrates the implications of a situation in which two groups of workers have the same productivity (that is, they both have a

---

40For a review of the literature on this topic, see James Rebitzer, “Radical Political Economy and the Economics of Labor Markets,” *Journal of Economic Literature* 31 (September 1993): 1417.


marginal revenue product of labor equal to \( MRP_L^* \), but one group has higher search costs than the other. Panel (a) depicts the supply and the marginal revenue product of labor curves for the group (white males, presumably) with relatively low search costs. The labor supply curve of this group to their employers \( (SM) \) is relatively flat, which also means that the associated marginal expense of labor curve \( (MEL)_M \) is relatively flat. Profit-maximizing employers will hire \( EM \) workers from this group and pay them a wage of \( WM \), which is only slightly below \( MRP_L^* \).

Panel (b) illustrates the relevant curves for a group (minorities or women) with higher search costs created by the existence of prejudice. These workers are assumed to have exactly the same marginal revenue product of labor, but their higher search costs imply a more steeply sloped labor supply curve \( SF \), a more steeply sloped marginal expense of labor curve \( (MEL)_F \), and a greater divergence between marginal revenue product and the wage rate. \( EF \) workers in this group are hired, and they are paid a wage of \( WF \). Comparing panels (a) and (b), it is readily seen that despite having the same marginal productivity, workers with higher search costs are paid lower wages (that is, \( WF < WM \)). At a practical level, if members of both groups are hired by a given firm, those with higher search costs may be placed into lower job titles.

Our discussion of search-related monopsony invites two comments. First, we introduced the monopsony model in chapter 5 as a potential explanation for the small and uncertain responses of employment to mandated wage increases under minimum wage laws. The monopsony model has also been invoked to

Second, if prejudice increases the job search costs for women and minorities so that members of these groups are less likely to search for alternative offers of employment, their job matches will be of lower quality than the job matches for white men. Individual women and minority-group members, then, would be less likely to find the employers who can best utilize their talents. Thus, even within narrowly defined occupational groups, minorities and women would tend to be less productive and receive less pay than white men, owing to poorer-quality matches.

**Collusive Behavior** Some theories are grounded in an assumption that employers collude with each other to subjugate minorities or women, thus creating a situation in which monopsonistic wages can be forced on the subjugated group. One of the more explicit collusive theories of discrimination argues that prejudice and the conflicts it creates are inherent in a capitalist society because they serve the interests of owners.\footnote{Michael Reich, “The Economics of Racism,” in \textit{Problems in Political Economy: An Urban Perspective}, ed. David M. Gordon (Lexington, Mass.: D. C. Heath, 1971): 107–113.} Workers divided by race or gender are harder to organize and, if they are unionized, are less cohesive in their demands. Hence, it is argued that owners of capital gain, while all workers—but particularly minorities and women—lose from discrimination.

If discrimination is created or at least perpetuated by capitalists, however, how do we account for its existence in pre-capitalist or socialist societies? Furthermore, it may be true that if all white employers conspire to keep women and minorities in low-wage, low-status jobs, they can all reap monopoly profits. However, if employers A through Y adhere to the agreement, employer Z will always have incentives to break the agreement. Z can hire women or minorities cheaply because of the agreement among other employers not to hire them, and Z can enhance profits by hiring these otherwise equally productive workers to fill jobs that A through Y are staffing with high-priced white males. Since every other employer has the same incentives as Z, the conspiracy will tend to break down unless cheaters can be disciplined in some way. The collusive-behavior model does not tell us how the conspiracy is maintained and coordinated among the millions of U.S. employers.

**A Final Word on the Theories of Discrimination**

It would appear that all models of discrimination agree on one thing: any persistence of labor market discrimination is the result of forces that are either noncompetitive or very slow to adjust to competitive forces. While no one model yet can
be demonstrated to be superior to the others in explaining the facts, the various
theories and the facts they seek to explain suggest that government intervention
might be useful in eliminating the noncompetitive (or sluggish) influences. In
analyzing these governmental programs, it will be helpful to keep in mind that
discriminatory pressures can come from a variety of sources and that discrimination
is not necessarily profitable for those who engage in it.

**Federal Programs to End Discrimination**

Broadly speaking, the government has taken two somewhat conflicting
approaches to combat the causes or effects of discrimination. One approach is to
mandate *nondiscrimination*, which implies that race, ethnicity, or sex should play
no role in hiring, promoting, or compensating workers. The other approach can
be characterized as *affirmative action*, in which employers are required to be con-
scious of race, ethnicity, and gender in their personnel decisions and take steps to
ensure that “protected” groups are not underrepresented.

**Equal Pay Act of 1963**

Before the 1960s, sex discrimination was officially sanctioned by laws that limited
women’s total weekly hours of work and prohibited them from working at night,
lifting heavy objects, and working during pregnancy. Not all states placed all
these restrictions on women, but the effect of these laws was to limit the access of
women to many jobs. These laws were overturned by the Equal Pay Act of 1963,
which also outlawed separate pay scales for men and women using similar skills
and performing work under the same conditions.

The act was seriously deficient as an antidiscrimination tool, however,
because it said nothing about equal opportunity in hiring and promotions. This
flaw can be easily understood by a quick review of our theories of discrimination.
If there is prejudice against women from whatever source, employers will treat
female employees as less productive or more costly to hire than equally produc-
tive males. The market response is for female wages to fall below male wages,
because, otherwise, women cannot hope to be able to successfully compete with
men in obtaining jobs. The Equal Pay Act took a step toward the elimination of
wage differentials, but in so doing, it tended to suppress a market mechanism that
helped women obtain greater access to jobs. The act failed to acknowledge that
if labor market discrimination is to be eliminated, legislation must require both
equal pay and equal opportunities in hiring and promotions for people of comparable
productivity.

---

45 For evidence that state equal-pay laws reduced the relative employment of women, see David Neu-
mark and Wendy A. Stock, “The Labor Market Effects of Sex and Race Discrimination Laws,” *Economic In-
quiry* 44 (July 2006): 385–419.
Title VII of the Civil Rights Act

Some defects in the Equal Pay Act of 1963 were corrected the next year. Title VII of the Civil Rights Act of 1964 made it unlawful for any employer “to refuse to hire or to discharge any individual, or otherwise to discriminate against any individual with respect to his compensation, terms, condition, or privileges of employment, because of such individual’s race, color, religion, sex or national origin.” Title VII applies to all employers in interstate commerce with at least 15 employees and is enforced by the Equal Employment Opportunity Commission (EEOC), which has the authority to mediate complaints, encourage lawsuits by private parties or the U.S. attorney general, or bring suits itself against employers. To enhance the force of the law, the courts permitted individual plaintiffs to expand their suits into *class actions* in which the potential discriminatory impact of an organization’s employment practices on an entire group of workers is assessed.

Over the years, the federal courts have fashioned two standards of discrimination that may be applied when discriminatory employment practices are alleged—*disparate treatment* and *disparate impact*. Disparate treatment occurs under Title VII if individuals are treated differently because of their race, sex, color, religion, or national origin and if it can be shown that there was an intent to discriminate. The difficulty raised by this standard is that policies that appear to be neutral in the sense that they ignore race, gender, etc., may nevertheless perpetuate the effects of past discrimination. For example, word-of-mouth recruiting (a seemingly neutral policy) in a plant with a largely white workforce would be suspect under Title VII even if the selection of new employees from among the applicants was done on a nondiscriminatory basis.

The concern with addressing the present effects of past discrimination led to the *disparate impact standard*. Under this approach, it is the result, not the motivation, that matters. Policies that appear to be neutral but lead to different effects by race, gender, etc., are prohibited under Title VII unless they can be related to job performance. As a result, plaintiffs, employers, and the courts have become interested in how closely the race or gender composition of those selected for employment, promotion, training, or termination accords with the race or gender composition of the pool of workers available for selection.

Enforcing Title VII using the disparate impact standard has raised several issues regarding hiring, promotion, and pay decisions. One is defining who should be considered in a firm’s potential hiring pool; for example, should prospective applicants residing quite far from the workplace be given the same weight as those who live in nearby neighborhoods? Another is statistical: what constitutes convincing (significant) evidence of underrepresentation? Two other issues relate to how employers award seniority to workers and how to judge “equal pay” when occupations are segregated.

---

Seniority  Many firms use seniority as a consideration in allocating promotion opportunities. Moreover, employees are frequently laid off in order of reverse seniority, the least-senior first, in a recession. Seniority can be calculated either as tenure within the plant or as time served within a department of the plant; in both cases, such systems have worked against minorities and women who have been hired or promoted to nontraditional jobs as a result of Title VII or some other antidiscrimination program. The most egregious cases occurred under departmental seniority systems when, during a business downturn, women or minorities who had recently been promoted to new departments were laid off ahead of those who had less plant seniority! The argument that the effects of seniority systems lock in past discrimination led to much litigation, but departmental seniority systems are still permitted,47 and laying off more-senior white employees instead of recently hired minorities to preserve racial balance has been ruled unconstitutional.48

Comparable Worth: In Theory  Many contend that achieving “equal pay for equal work” would be a rather hollow victory, since occupations are so segregated by gender that men and women rarely do “equal work.” As a result, some have come to support the goal of equal pay for jobs of “comparable worth.” Proponents of comparable worth can point to the fact that the “male” occupation of maintaining machines (general maintenance mechanic) pays $15 per hour, for example, while the “female” job of maintaining children (child-care worker) pays $8.50. Why, they might ask, should those who take care of human beings be paid less than those who take care of machines?

When asked why mechanics are paid more than child-care workers, economists answer in terms of market forces: for some reason, the supply of mechanics must be smaller relative to the demand for them than the supply of child-care workers. Perhaps this reason has to do with working conditions, or perhaps it is more difficult to learn and keep abreast of the skills required of a mechanic, or perhaps occupational crowding increases the supply of child-care workers. Whatever the reason, it is argued, wages are the price of labor—and prices play such a critical practical role in the allocation of resources that they are best left unregulated.

Thus, in fighting discrimination, most economists would advise modifying the demand or supply behaviors that cause unequal outcomes rather than treating the symptoms by regulating wages. If the wages of child-care workers were to be raised above their market-clearing level, to take the case at hand, a surplus would be created in that labor market. Above-market wages would mean fewer jobs and

Some of the difficulties involved with the concept of comparable worth can be illustrated by an example in which gender does not even enter. Consider the labor market for university professors in the fields of computer science and English, and suppose that initially, the demand and supply curves for both are given by $D_{0C}$ and $S_{0C}$ and $D_{0E}$ and $S_{0E}$, respectively. As the figure indicates, in this circumstance, the same wage ($W_0$) will prevail in both markets, and $N_{0C}$ computer science professors and $N_{0E}$ English professors will be hired. Suppose also that in some objective sense, the quality of the two groups of professors is equal.

Presumably this is a situation that advocates of comparable worth would applaud. Both types of professors require the same amount of training, represented by a Ph.D., and both are required to engage in the same activities: teaching and research. Unless we are willing to assign different values to the teaching and research produced in different academic fields, we must conclude that the jobs are truly comparable. Hence, if the two groups are equal in quality, equal wages would be justified according to the concept of comparable worth.

Suppose now, however, that the demand for computer science professors rises to $D_{1C}$ as a result of the increasing number of students who want to take computer science courses. Suppose at the same time the demand for English professors falls to $D_{1E}$ because fewer students want to take elective courses in English. At the old equilibrium wage rate, there is now an excess demand for computer science professors of $N_{1C} - N_{0C}$ and an excess supply of English professors of $N_{0E} - N_{1E}$.

How can universities respond? One possibility is to let the market work; the wage of computer science professors will rise to $W_{1C}$ and that of English professors will fall to $W_{1E}$. Employment of the former will rise to $N_{2C}$, while employment of the latter will become $N_{2E}$.

Another possibility is to keep the wages of the two groups of professors equal at the old wage rate of $W_0$. Universities could respond to the excess demand for computer scientists and the excess supply of English professors by lowering hiring standards for the former and raising them for the latter. Since the average quality of English professors would then exceed the average quality of computer scientists, the wage paid per “quality-unit” would now be higher for the computer scientists. Hence, true comparable worth—equal pay for equal-quality workers performing comparable jobs—would not be achieved. Moreover, employment and course offerings in this situation would not change to meet changing student demands.

Alternatively, some advocates of comparable worth might argue that universities should respond by raising the wages of all professors to $W_{1C}$. While this would eliminate the shortage of computer science professors, it would result in too many unemployed applicants—hardly the outcome envisioned by those wanting to end discrimination. (A lengthy analysis of these unintended side effects is given in Example 12.4, in the context of equalizing the pay of university professors across the various disciplines.)

**Comparable Worth: In Practice**  Comparable-worth policies have generally relied on job-rating schemes often used by employers with internal labor markets to determine or justify pay differentials associated with various job titles or
Comparable Worth and the University (Continued)

science professors, it would exacerbate the excess supply of English professors, raising it to $N_{4E} - N_{3E}$. Universities would respond by reducing the employment of English professors to $N_{3E}$ (and reducing course offerings). Moreover, the excess supply again would permit universities to raise hiring standards for English professors, so again average quality would rise. As a result, once more the wage per quality-unit of English professors would be less than that of computer science professors, and again true comparable worth would not be achieved.

The message we can take away from this example is that it is difficult to “trick the market.” In the face of changing relative demand conditions, either wage differentials for the two types of professors must be allowed to arise or quality differentials will arise. In neither case, however, can comparable worth be achieved. Put another way, the value of a job cannot be determined independently of market conditions.

The Market for Computer Science and English Professors

promotion steps. The process involves assigning points to each job according to the knowledge and problem-solving abilities required, its level of accountability, the physical conditions of work, and perhaps other characteristics. Jobs with equal point values would receive equal pay and, of course, jobs assigned higher point values would receive higher pay (Appendix 12A provides an example). The process by which points are awarded to each job is obviously critical, and both sides of the comparable-worth issue see it as a problem. Opponents claim that job ratings can be used to unjustifiably raise the pay in targeted jobs above market
levels, while proponents argue that the job ratings now used within firms unfairly lower the value of women’s jobs.\textsuperscript{49}

The relatively few cases in which comparable-worth policies have been used to address unequal pay in the United Kingdom and the United States, for example, have required equalization only \emph{within the boundaries of a single employer}. In contrast to the United Kingdom, however, where cases involving both public and private employers have come before the tribunals specially created to hear comparable-worth complaints,\textsuperscript{50} the major push for comparable worth in the United States has come in the state and local government sector.

To date, the estimated effects of implementing comparable worth in the United States, Canada, and the United Kingdom have been neither as positive as its proponents had hoped nor as dire as its critics had portended. The effects on male/female wage differentials appear small, as do any negative effects on female employment.\textsuperscript{51}

\section*{The Federal Contract Compliance Program}

In 1965, the U.S. Office of Federal Contract Compliance Programs (OFCCP) was established to monitor the hiring and promotion practices of federal contractors (firms supplying goods or services to the federal government). OFCCP requires contractors above a certain size to analyze the extent of their underutilization of women and minorities and to propose a plan to remedy any such underutilization. Such a plan is called an \textit{affirmative action plan}. Contractors submitting unacceptable plans or failing to meet their goals are threatened with cancellation of their contracts and their eligibility for future contracts, although these drastic steps are rarely taken.

Affirmative action planning is intended to commit firms to a schedule for rapidly overcoming unequal career opportunities afforded to women and minorities. Such planning affects both \textit{hiring} and \textit{promotion} practices, and like requirements under the disparate impact standard, the contract compliance program requires covered employers to take race, ethnicity, and gender into account when developing personnel policies.


\textsuperscript{50}Rhoads, \textit{Incomparable Worth}, 148–160.

Those who favor affirmative action point out that even if nondiscrimination in personnel actions were to be scrupulously followed, it still would not be an expeditious way to overcome the adverse effects of past discrimination. For example, consider the data in Table 12.6 for a hypothetical firm that has just agreed to follow a policy of nondiscrimination in hiring. Black workers represent 12 percent of the firm’s hiring pool, but right now, they are only 6.25 percent of the firm’s 1,600-person workforce. The firm is not growing, so the only hiring opportunities come when workers quit, which they do at a rate of 20 percent each year. Because of these limited hiring opportunities, and because 20 percent of black workers hired subsequently leave each year, the table illustrates that nondiscrimination in hiring would not achieve proportionate representation even in 10 years (and progress would be slower with a lower quit rate).

Besides the argument that affirmative action represents reverse discrimination (against white males), the potential effects of the contract compliance program have been questioned on two other grounds. First, if underrepresented groups are to be given preference in hiring, will firms be required to hire less-qualified workers? Second, because the program covers only federal contractors, will qualified minorities and women just be shifted from the noncovered to the covered sector, with no overall gain in employment? These questions lead us to a review of the effects that antidiscrimination programs have had in the United States.

### Effectiveness of Federal Antidiscrimination Programs

A comprehensive review of federal affirmative action programs concluded that they have redistributed employment opportunities among federal contractors (who generally pay more than noncontractors) toward blacks and women,
although the extent of this redistribution does not seem to have been very large. It also appears that with respect to women, there is no evidence that affirmative action was associated with lower levels of human capital or job performance. Weaker labor market credentials were found among minorities hired, but there is scant evidence that job performance levels were lower. Can we conclude that the improvements for minorities and women in this one sector have translated to improvements overall? This question has been most extensively addressed with respect to African Americans.

The ratio of black to white incomes has risen since 1960, and it is natural to ask, is this rise a result of government efforts or were other forces working to accomplish this result? Three other forces are commonly cited. First, an improvement in the educational attainment of black workers relative to that of whites during this period is thought to have played an important role in raising the ratio of black to white earnings; in fact, one study estimated that increased educational attainment accounts for 20 percent to 25 percent of the post-1960 gain in the earnings ratio. Second, there is evidence that the quality of schooling improved more after 1960 for blacks than for whites, and one study has estimated that from 15 percent to 20 percent of the increased earnings ratio can be attributed to enhanced school quality. Finally, it has been argued that because the relatively large reduction in labor-force participation rates among blacks was centered in the least-educated group of workers, the average earnings of those who remained employed were thereby increased, giving the appearance of overall improvement. Roughly 10 percent to 20 percent of the improved earnings ratio has been attributed to this last factor.

---


Taking the upper estimates of the three sources of earnings increases cited earlier, at least a third of the improvement in the black/white earnings ratio for men remains to be explained. Is it possible that federal efforts to reduce discrimination in the labor market were responsible? One review of the literature and the evidence on this issue concluded that, overall, federal efforts were successful in raising earnings levels of African Americans.\textsuperscript{56}

One important fact about black economic progress is that there was a discontinuous jump in the black/white earnings ratio between 1960 and 1975. This sudden improvement coincided with the onset of federal antidiscrimination programs, and it cannot be explained by the rather continuous increases taking place in such other factors as schooling quality or attainment. A second important fact is that the greatest gains in the black/white earnings ratio during the 1960–1975 period were in the South, where segregation was most blatant and where federal antidiscrimination efforts were greatest.

The conclusion that federal antidiscrimination efforts were at least partially successful in raising the relative earnings of blacks must be acknowledged as somewhat surprising, because studies of individual programs (such as the contract compliance program) have estimated rather meager results. The paradox of overall improvement resulting from programs that appear to have been individually weak may be resolved by noting that each program was part of a comprehensive set of programs—largely aimed at the South—to dismantle all forms of racial segregation, register blacks to vote, and provide legal remedies for victims of discrimination. In the words of one analyst:

> There is evidence that southern employers were eager to employ blacks if they were given the proper excuse. This produced a strong leverage effect for the new laws. . . . An entire pattern of racial exclusion was challenged. This helps to explain how an apparent straw (the Equal Employment Opportunity Commission and the Office of Federal Contract Compliance) could have broken the back of southern employment discrimination. They were only the tip of a federal iceberg launched against the South.\textsuperscript{57}

While optimism about the effects of federal antidiscrimination programs in the 1960s and 1970s is warranted, it is not clear that such programs were


\textsuperscript{57}Heckman, “Accounting for the Economic Progress of Black Americans,” 336.
As we saw earlier in this chapter, the statistical methods economists employ to measure labor market discrimination against, say, African Americans, essentially break the observed black/white wage differential into two parts: the part that can be explained by differences in measurable productive characteristics and the residual associated with the payoffs to those characteristics. While some may assert that the residual reflects discrimination, others will point to this residual as attributable (in whole or in part) to productive characteristics that could not be measured. In the legal terms introduced toward the end of this chapter, statistical analyses are useful in identifying disparate impact, but they are not usually conclusive in this regard. Furthermore, they fall short of proving disparate treatment because they focus on results, not on the behaviors that produced them. Can we find ways to actually catch discriminators in the act?

One method used to observe discrimination is to conduct an audit—or field experiment—in which employers (if the focus is on the labor market) with advertised job openings are approached by auditors of different races posing as applicants. Each “applicant” is paired with an auditor of a different race, and both are given fictional work histories and educational backgrounds that are carefully constructed to be equivalent in terms of job qualifications. Discrimination can be inferred if auditors who are black, say, are systematically treated worse than whites.

Constructing convincing audits is challenging, because if the auditors know the purpose of the study, they may behave during interviews in ways that induce employers to respond in the way they believe the researchers expect. Sending auditors to interview for jobs is also very time-consuming and expensive, so large samples are usually not feasible. It is also challenging to match auditors in terms of size and appearance and train them to present themselves in the same way at interviews.

One recent study, however, circumvented these problems with audits by sending some 5,000 résumés to firms in Boston and Chicago that advertised a total of 1,300 job openings. The researchers then analyzed how likely each résumé was to elicit a callback. The résumés were paired to achieve equivalence, and the names assigned were used to suggest race: Lakisha Washington and Jamal Jones, for example, were among
the names used as indicators of African-American applicants, while names such as Emily Walsh and Greg Baker were used to suggest that the applicant was white. If the résumés with African-American-sounding names elicited significantly fewer invitations for the applicant to come in for an interview, we could conclude that race discrimination occurred.

The findings were remarkable. Job applicants with white-sounding names needed to send 10 résumés to receive one callback, while those whose names sounded African American needed to send 15 résumés to receive one callback. This 50 percent gap was statistically significant, and it grew larger as the quality of résumés rose (that is, in jobs with greater skill demands, the racial differential was even larger). If these fictitious résumés indicated the applicants lived in a wealthier or more-educated neighborhood, callback probabilities increased for both blacks and whites, but the size of the racial differential remained constant. While newspaper ads represent only one hiring channel, and the audit ended at the callback stage (rather than going through to job offers), this study demonstrates that racial discrimination persists in the labor market to this day.


successful after 1980, when the market for less-educated workers turned poor. It might be possible to argue that the earnings of blacks after 1980 would have been even lower were it not for federal efforts, but the evidence so far is that once the most blatant forms of discrimination were attacked, the effects of federal efforts have weakened.58

58Donohue and Heckman, “Continuous versus Episodic Change,” 1640. Harry J. Holzer, “Why Do Small Establishments Hire Fewer Blacks Than Large Ones?” Journal of Human Resources 32 (Fall 1998): 896–914, documents that small firms lag behind larger ones in the hiring of blacks. While the source of this lag is unknown, the lag does indicate a sector in which further gains might be possible.
Review Questions

1. Chinese and Japanese Americans have average earnings that are equal to, or above, those of white Americans. Does this fact imply that they are not victims of labor market discrimination?

2. “In recent years, the wage gap between skilled and unskilled workers in the United States has grown. This growth means that measured labor market discrimination against unskilled Mexican immigrants is also growing.” Comment on whether the second part of this statement is implied by the first part.

3. An Associated Press article quoted a report saying that male high school teachers were paid more than female high school teachers. Assuming this is true, what information would you require before judging this to be evidence of wage discrimination?

4. Will government-mandated requirements to hire qualified minorities (at nondiscriminatory wages) in the same proportions they are found in the relevant labor force reduce the profits of firms that formerly engaged in employer discrimination? Fully explain your answer.

5. Suppose that the United States were to adopt, on a permanent basis, a wage subsidy to be paid to employers who hire black, disadvantaged workers (those with relatively little education and few marketable skills). Analyze the potential effectiveness of this subsidy in overcoming (a) labor market discrimination against blacks and (b) pre-market differences between blacks and whites in the long run.

6. You are involved in an investigation of charges that a large university in a small town is discriminating against female employees. You find that the salaries for professors in the nearly all-female School of Social Work are 20 percent below average salaries paid to those of comparable rank elsewhere in the university. Is this university exhibiting behavior associated with employer discrimination? Explain.

7. Suppose a city pays its building inspectors (all male) $16 an hour and its public health nurses (all female) $10 an hour. Suppose that the city council passes a comparable-worth law that in effect requires the wages of public health nurses to be equal to the wages of building inspectors. Evaluate the assertion that this comparable-worth policy would primarily benefit high-quality nurses and low-quality building inspectors.

8. In the 1920s, South Africa passed laws that effectively prohibited black Africans from working in jobs that required high degrees of skill; skilled jobs were reserved for whites. Analyze the consequences of this law for black and white South African workers.

9. Assume that women live longer than men, on the average. Suppose an employer hires men and women, pays them the same wage for the same job, and contributes an equal amount per person toward a pension. However, the promised monthly pension after retirement is smaller for women than for men because the pension funds for them have to last longer. According to a decision by the Supreme Court, the above employer would be guilty of discrimination because of the unequal monthly pension benefits after retirement.
   a. Comment on the Court’s implicit definition of discrimination. Is it consistent with the definition normally used by economists? Why or why not?
   b. Analyze the economic effects of this decision on men and women.
1. Calculate the Index of Dissimilarity for males and females, given the information below.

<table>
<thead>
<tr>
<th>Occupation</th>
<th>Males</th>
<th>Females</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>40</td>
<td>20</td>
</tr>
<tr>
<td>B</td>
<td>40</td>
<td>25</td>
</tr>
<tr>
<td>C</td>
<td>20</td>
<td>25</td>
</tr>
<tr>
<td>Total</td>
<td>100</td>
<td>70</td>
</tr>
</tbody>
</table>

2. Suppose that \( MRP_L = 20 - 0.5L \) for left-handed workers, where \( L \) is the number of left-handed workers and \( MRP_L \) is measured in dollars per hour. The going wage for left-handed workers is $10 per hour, but employer A discriminates against these workers and has a discrimination coefficient, \( D \), of $2 per hour. Graph the \( MRP_L \) curve and show how many left-handed workers employer A hires. How much profit has employer A lost by discriminating?

3. Suppose that (similar to Figure 12.3 in the text) the market demand for female workers depends on the relative wage of females to males, \( W_F/W_M \), in the following manner: \( W_F/W_M = 1.1 - 0.0001N_F \) if the number of female workers is less than 1,000, where \( N_F \) is the number of female workers hired in the market; \( W_F/W_M = 1 \) if the number of female workers is between 1,001 and 5,000; and \( W_F/W_M = 1.5 - 0.0001N_F \) if the number of female workers is above 5,000. Graph this demand curve, and calculate the relative wage of female workers when the number hired is 200, 2,000, and 7,000. When does discrimination harm female workers in this market?

4. (Appendix). In the market for delivery truck drivers, \( L_S = -45 + 5W \) and \( L_D = 180 - 10W \), where \( L \) is the number of workers and \( W \) is the wage in dollars per hour. In the market for librarians, \( L_S = -15 + 5W \) and \( L_D = 190 - 10W \). Find the equilibrium wage and employment level in each occupation, and explain what will happen if a comparable-worth law mandates that the librarians’ wage be increased to equal the delivery truck drivers’ wage. Use a graph.

5. (Appendix) The following table gives the Hay Point (HP) total for five female jobs and the corresponding monthly salary (S).

<table>
<thead>
<tr>
<th>Hay Point</th>
<th>Average Salary of Females ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>1200</td>
</tr>
<tr>
<td>310</td>
<td>1300</td>
</tr>
<tr>
<td>425</td>
<td>1500</td>
</tr>
<tr>
<td>500</td>
<td>1580</td>
</tr>
<tr>
<td>550</td>
<td>1635</td>
</tr>
</tbody>
</table>

A least squares regression applied to data for the male occupations yielded the following relationship: \( S_i = 1200 + 0.90 \text{HP}_i \). Using the “male” equation, estimate the earnings that the females would have earned based on the HP level of the occupation. Analyze whether discrimination appears to exist. Is there a pattern by skill level?

6. Suppose the hourly marginal revenue product of all workers in a particular labor market is \( MRP_L = 20 - L \), where \( L \) is the number of workers. The hourly wage rate for women in this market is \( W = 5.75 \). What is the gap between \( MRP_L \) and wage in this labor market if \( L = 12 \)? Is this gap a reliable measure of discrimination against women in this market?

7. Suppose the marginal revenue product of all workers in a particular labor market is \( MRP_L = 20 - L \), where \( L \) is the number of workers. Suppose women are receiving $8 per hour and 10 women are hired.
8. Suppose a researcher estimated the relationship between salary, gender, and age among a group consisting of male and female workers but ignored the fact that, on average, male workers have more work experience than females. The estimated regression of salary on gender and age is

\[ S_i = 21354.83 + 239.45 G_i + 93.17 A_i \]

where \( S_i = \) salary of a worker, \( G_i = 1 \) if the worker is male and 0 if the worker is female, and \( A_i = \) the employee’s age. Standard errors of the coefficients are in parentheses.

When experience was included in the regression, the estimated regression is

\[ S_i = 21177.75 + 226.27 G_i + 89.73 A_i + 443.41 X_i \]

where \( X_i = \) the years of work experience of the worker.

Comparing the two estimated regressions, does there appear to be salary discrimination by gender? Discuss the implications of omitting the experience variable in the first regression.

### Selected Readings


Although many economists have difficulty with the notion that the worth of a job can be established independently of market factors, formal job evaluation methods have existed for a long time. The state of Minnesota is one of the few states that began to implement comparable-worth pay adjustments for their employees based on such an evaluation method. How might we use data from job evaluations to estimate whether discriminatory wage differentials exist?¹

Minnesota, in conjunction with Hay Associates, a prominent national compensation consulting company, began an evaluation of state government jobs in 1979. Initially evaluated were 188 positions in which at least 10 workers were employed and which could be classified as either male (at least 70 percent male incumbents) or female (at least 70 percent female incumbents) positions. Each position was evaluated by trained job evaluators and awarded a specified number of “Hay Points” for each of four job characteristics or factors: required know-how, problem-solving, accountability, and working conditions. The scores for each factor were then added to obtain a total Hay Point (HP), or job evaluation, score for each job. These scores varied across the 188 job titles from below 100 to over 800 points.

Given these job evaluation scores, the next step is to ask what the relationship is between the salary \( S_i \) each male job pays and its total \( HP_i \) score. Each dot in Figure 12A.1 represents a male job, and this figure plots the monthly salary for each job against its total \( HP \) score. On average, it is clear that jobs with higher scores receive higher pay.

¹For a more complete discussion of the Minnesota job evaluation and comparable-worth study, see *Pay Equity and Public Employment* (St. Paul, Minn.: Council on the Economic Status of Women, March 1982).
Although these points obviously do not all lie on a single straight line, it is natural to ask what straight line fits the data best. An infinite number of lines can be drawn through these points, and some precise criterion must be used to decide which line fits best. As discussed in Appendix 1A, the procedure typically used by statisticians and economists is to choose that line for which the sum (across data points) of the squared vertical distances between the line and the individual data points is minimized. The line estimated from the data using this method—the method of least squares—has a number of desirable statistical properties.\(^2\)

Application of this method to data for the male occupations contained in the Minnesota data yielded the estimated line:\(^3\)

\[
S_i = 1012 + 3.3 HP_i
\]  
(12A.1)

So, for example, if male job \(i\) were rated at 200 \(HP\)s, we would predict that the monthly salary associated with job \(i\) would be \(1012 + (3.3)(200)\), or $1,672. This estimated male salary equation is drawn in Figure 12A.1 as line AA.

Now, if the value of a job could be determined solely by reference to its job evaluation score, one would expect that in the absence of wage discrimination against women, male and female jobs rated equal in terms of total \(HP\) scores would

\(^2\)See Appendix 1A.
pay equal salaries (at least on average). Put another way, the same salary equation used to predict salaries of male jobs could be used to provide predictions of salaries for female jobs, and any inaccuracies in the prediction would be completely random. Hence, a test of whether female jobs are discriminated against is to see if the salaries they pay are systematically less than the salaries one would predict they would pay, given their HP scores and the salary equation for male jobs.

Figure 12A.2 illustrates how this is done. Here, each dot represents a salary/HP combination for a female job. Superimposed on this scatter of points is the estimated male job salary equation, $A_A$, from Figure 12A.1. The fact that the vast majority of the data points in Figure 12A.2 lie below the male salary line suggests that female jobs tend to be underpaid relative to male jobs with the same number of HPs. For example, the female job that is rated at 300 HPs (point $a$) is paid a salary of $S_{300}^F$. However, according to the estimated male salary line, if that job were a male job, it would be paid $S_{300}^M$. The difference in percentage terms between $S_{300}^M$ and $S_{300}^F$ is an estimate of the comparable-worth earnings gap—the extent of underpayment—for the female job. Indeed, calculations suggest that the average (across all the female occupations) comparable-worth earnings gap in the Minnesota data was over 16 percent.4

---

This brief presentation has glossed over a number of complications that must be addressed before such estimates can be considered estimates of wage discrimination against female jobs.\(^5\) These include issues relating to the reliability and/or potential sex bias in the evaluation methods, whether salaries and HP scores may be related in a nonlinear fashion, whether the composition of any given total HP score (across the four sets of job characteristics) affects salaries, and whether variables other than the job evaluation scores can legitimately affect salaries. Nonetheless, it should give the reader a sense of how comparable-worth wage gap estimates are computed.

---

Our analysis of the workings of labor markets has, for the most part, omitted any mention of the role of labor unions and collective bargaining. Because many people have strong and conflicting opinions about the role of unions in our society, it is often difficult to remain objective when discussing them. Some people view labor unions as forms of monopolies that, while benefiting their own members, impose substantial costs on other members of society. In contrast, others view unions as the major means by which working persons have improved their economic status and as important forces behind much social legislation.

The purpose of this chapter is to analyze the goals, major activities, and overall effects of unions in the context of economic theory. We begin with some general descriptive material on unions internationally, with a more comprehensive description of unions in the United States, and then move to a fundamental theoretical question: what are the economic forces on the demand side of the market that constrain unions in their desire to improve the welfare of their members? With these constraints in mind, we devote the last half of the chapter to analyzing the primary activities of the collective bargaining process and to discussing empirical evidence on how unions affect wages, employment, labor productivity, and profits.
Chapter 13  Unions and the Labor Market

Union Structure and Membership

Labor unions are organizations of workers whose primary objectives are to improve the pecuniary and nonpecuniary conditions of employment among their members. Unions can be classified into two types: an industrial union represents most or all of the workers in an industry or firm regardless of their occupations, and a craft union represents workers in a single occupational group. Examples of industrial unions are the unions representing automobile workers, bituminous coal miners, and rubber workers; craft unions include those representing the various building trades, printers, and dockworkers.

Unions bargain with employers over various aspects of the employment contract, including pay and employee benefits; conditions of work; policies regarding hiring, overtime, job assignment, promotion, and layoff; and the means by which grievances between workers and management are to be resolved. Bargaining can occur at different levels.

At one end of the spectrum, bargaining can be highly centralized, with representatives of entire industries sitting at the bargaining table to decide on contracts that bind multiple employers. At the decentralized end of the spectrum, bargaining can take place between a union and a single company—or even between the workers and management at a single plant within a company. In the middle are multiemployer agreements reached at the local level between a union and several employers; an example of such agreements would be the ones typically signed between construction craft unions (plumbers, say) and the construction contractors that operate in a given metropolitan area.

As large collective organizations, unions also represent a political force in democratic countries. Often, unions will use the political process in the attempt to gain benefits they could not as easily win through collective bargaining. In some countries (Great Britain, for example), unions have their own political party. In others, such as the United States, unions are not affiliated with any single political party; rather, they act as lobbyists for various bills and policies at the federal, state, and local levels of government.

International Comparisons of Unionism

Table 13.1 displays two measures of unionization in several countries. One measure is the percentage of workers who are members of unions, and the other is the percentage of workers in each country whose conditions of employment are covered by a collective bargaining agreement. Two characteristics of this table stand out. First, the United States and Japan are notable in the relatively small percentages of their workers who are covered by collectively bargained agreements. Collective bargaining in these countries and Canada takes place at the level of firms and plants, and provisions of the resulting agreements rarely extend beyond the membership of the unions that signed them. Second, in Australia and most European countries, collective bargaining coverage is extended to a very high fraction of workers who are not members of unions. In Austria, for example, collective
Table 13.1

Union Membership and Bargaining Coverage, Selected Countries, 2004

<table>
<thead>
<tr>
<th>Country</th>
<th>Union Membership as a Percentage of Workers</th>
<th>Percentage of Workers Covered by a Collective Bargaining Agreement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>37</td>
<td>98</td>
</tr>
<tr>
<td>France</td>
<td>10</td>
<td>93</td>
</tr>
<tr>
<td>Sweden</td>
<td>81</td>
<td>93</td>
</tr>
<tr>
<td>Australia</td>
<td>25</td>
<td>83</td>
</tr>
<tr>
<td>Italy</td>
<td>35</td>
<td>83</td>
</tr>
<tr>
<td>Netherlands</td>
<td>23</td>
<td>83</td>
</tr>
<tr>
<td>Germany</td>
<td>25</td>
<td>68</td>
</tr>
<tr>
<td>Switzerland</td>
<td>18</td>
<td>43</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>31</td>
<td>33</td>
</tr>
<tr>
<td>Canada</td>
<td>28</td>
<td>32</td>
</tr>
<tr>
<td>Japan</td>
<td>22</td>
<td>18</td>
</tr>
<tr>
<td>United States</td>
<td>13</td>
<td>14</td>
</tr>
</tbody>
</table>


bargaining is highly centralized, in that agreements are national in their scope, and in most of continental Europe, the parties at the bargaining table represent entire sectors of the economy. The correlation between the coverage and the centralization of bargaining is far from perfect, however; Australia has less-centralized bargaining than Switzerland, for example, yet a higher fraction of its workers are covered by collective bargaining agreements. Clearly, the historical and legal contexts within which unions operate in each country are critical to an understanding of the differing levels of membership.

These different legal contexts across countries also mean that union membership levels and union power are not easily correlated. In Sweden, for example, where almost everyone is in a union, some unions are much weaker in bargaining power than others. In Germany, to take another example, both union and nonunion workers are represented on workplace councils, which decide at the plant level on various personnel issues that in other countries are addressed by local collective bargaining agreements. Finally, government tribunals have played an important role in the Australian system of wage determination, with collective bargaining used to negotiate supplements to the governmental wage awards.1

Much of the empirical work on unions has been done in the United States, where bargaining is decentralized and, as we have seen, the majority of workers

---

are nonunionized. While the study of unions in one country does not easily generalize to others, given the different legal and historical environments, this empirical work may be of growing interest elsewhere, owing to what may be a trend toward a greater decentralization of bargaining in most developed economies during the last decade or two.² No matter how well (or poorly) studies of U.S. unions generalize, however, their results must still be understood within the context of American institutions. We therefore turn to a brief history of the legal structure within which American unions have operated.

The Legal Structure of Unions in the United States

Public attitudes and federal legislation have not always been favorably disposed toward labor unions and the collective bargaining process in the United States. For example, during the early part of the twentieth century, employers were often able to claim that unions acted like monopolies in the labor market and hence were illegal under existing antitrust laws. Such employers were often able to get court orders or injunctions that prohibited union activity and aided them in stopping union organization drives. Given this environment, it is not surprising that the fraction of the labor force who were union members stood at less than 7 percent in 1930. Since that date, however, legislation has changed the environment in which American unions operate.

National Labor Relations Act

The National Labor Relations Act (NLRA) of 1935 required employers to bargain with unions that represented the majority of their employees and made it illegal for employers to interfere with their employees’ right to organize collectively.³ The National Labor Relations Board (NLRB) was established by the NLRA and given power both to conduct certification elections to see which union, if any, employees wanted to represent them and to investigate claims that employers were either violating election rules or refusing to bargain with elected unions. In the event violations were found, the NLRB was given further power to order violators to “cease and desist.”

Taft-Hartley Act

After World War II, the pendulum shifted decidedly in an antiunion direction. The Labor-Management Relations Act of 1947 (better known as the Taft-Hartley Act) restricted some aspects of union activity and permitted workers


³Actually the NLRA was much less pro-labor than our brief discussion indicates; the NLRA also gave the NLRB power to investigate employers’ claims that their employees, or unions, were violating provisions of the act.
to vote in elections that could decertify a union from representing them in collective bargaining. Perhaps its most famous provision is Section 14B, which permits individual states to pass right-to-work laws. These laws prohibit the requirement that a person become a union member as a condition of employment. Twenty-two states, located primarily in the South, Southwest, and Plains areas, have passed such laws.

**Landrum-Griffin Act**  In 1959, Congress passed the Labor-Management Reporting and Disclosure Act (the Landrum-Griffin Act). This law, which was designed to protect the rights of union members in relation to their leaders, contained provisions that increased union democracy. As argued later, such provisions may well have had the side effect of increasing the level of strike activity in the economy.

**Government Unions**  The laws that have been discussed to this point relate only to the private sector, where unionism in the United States first flourished. Indeed, prior to the 1960s, public sector workers were prohibited from organizing. In 1962, however, President Kennedy signed Executive Order 10988, which gave federal workers the right to organize and bargain over working conditions but not wages. The influence of federal unions on wages, then, operates primarily through the political pressure they can exert on the president to recommend, or on Congress to approve, pay increases.

Beginning with Wisconsin in 1959, a number of states have extended to employees of state and local governments (including teachers) the rights to organize and collectively bargain. Generally speaking, public sector unions are barred from going on strike, so laws permitting their right to bargain were accompanied by provisions for some form of binding arbitration (through which neutral parties would ultimately decide on disputes that could not be voluntarily resolved).

**Union Membership**  Union membership as a fraction of all American workers peaked in the years following World War II at about one-third. Since then, the percentage of all workers who are union members has dropped continuously, except among government workers. Figure 13.1 graphs the trends in union membership starting in 1973, when the membership percentages in the private and public sectors (and hence, overall) were about 24 percent. As of 2008, membership among private sector workers has fallen to 7.6 percent, membership among government workers has risen to 36.8 percent, and the overall rate of membership now stands at 12.4 percent.

Unionized workers in the United States are members of “local” unions, organized at the level of the plant, the employer, or (especially for construction
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There were some major exceptions—namely, postal workers and employees of federal government authorities, such as the Tennessee Valley Authority. In each of these cases, the prices of the products or services produced (mail delivery, hydroelectric power) can be raised to cover the cost of the contract settlement. In other federal agencies, salaries are paid out of general revenues.

unions) the metropolitan area. We have noted that in the United States, bargaining is relatively decentralized, so it is local unions that bear the brunt of negotiations. These locals, however, are usually members of larger “national” or “international” (usually meaning they include Canadian workers) unions, which provide help and advice to the locals with their organization drives and, later, their negotiations. If bargaining is being done at the industry level or with one firm at the national level, it is representatives of the national or international union who sit at the bargaining table.

In turn, most of the nationals and internationals (and therefore some three-quarters of all union members) are affiliated with the AFL-CIO, which stands for the American Federation of Labor and Congress of Industrial Organizations. The AFL-CIO is not a union but rather an association of unions organized both nationally and at the state level. Its main functions are to provide a unified political voice for its diverse member unions, to recommend and coordinate membership

Source: Barry T. Hirsch and David A. Macpherson, Union Membership and Earnings Data Book (Arlington, Va.: Bureau of National Affairs, 2010), Table 1.
Table 13.2

Percentage of U.S. Wage and Salary Workers Who Are Union Members, by Selected Characteristics, 2009

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Men</td>
<td>13.3</td>
</tr>
<tr>
<td>Women</td>
<td>11.3</td>
</tr>
<tr>
<td>African American</td>
<td>13.9</td>
</tr>
<tr>
<td>Hispanic</td>
<td>10.1</td>
</tr>
<tr>
<td>White</td>
<td>12.1</td>
</tr>
</tbody>
</table>

By Industry

<table>
<thead>
<tr>
<th>Industry</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Mining</td>
<td>8.6</td>
</tr>
<tr>
<td>Construction</td>
<td>14.5</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>10.9</td>
</tr>
<tr>
<td>Transportation, Public Utilities</td>
<td>22.2</td>
</tr>
<tr>
<td>Wholesale, Retail Trade</td>
<td>5.3</td>
</tr>
<tr>
<td>Finance, Insurance</td>
<td>1.4</td>
</tr>
</tbody>
</table>


initiatives among its affiliates, and to provide research and information to its members. It does not directly negotiate with employers.

Table 13.2 provides another way of looking at union membership in the United States. From this table, we can see that men are more likely to be unionized than women and that African American workers have higher rates of unionization than other groups. The highest rates of unionization by industry are found in transportation and public utilities, construction, and manufacturing.

Constraints on the Achievement of Union Objectives

The founder of the American Federation of Labor, Samuel Gompers, was once asked what unions wanted. His answer was quite simple: “More.” Hardly anyone who has studied union behavior believes unions’ objectives are quite that simple, but it is self-evident that unions want to advance the welfare of their members in one way or another. Some of their objectives are procedural; they want to give workers some voice in the way employers manage the workplace, especially in the handling of various personnel issues, such as job assignment, the allocation of overtime, the handling of worker discipline and grievances, and the establishment of joint labor-management safety committees and work teams. Procedural objectives are not always costly to the employer, who (especially with modern management techniques) may want a mechanism through which employee
participation in management decisions can be achieved.\(^6\) Other procedural objectives, however, put constraints on managerial prerogatives that, while difficult to quantify, are often seen by employers as costly.

Wanting “more” is usually associated with the union goal of increasing the compensation levels of its members. The most visible element of compensation is the wage rate, but bargaining in the United States also occurs over such employee benefits as pensions, health insurance, and vacations. (In many other developed countries, these benefits are mandated by the government and therefore are not subject to collective bargaining.) The attempts to achieve “more,” of course, take place in the context of constraints. Employers are on the other side of the bargaining table, and they must make agreements that permit them to operate successfully both with their workers and within their product markets. Increased compensation for their workers will give them incentives to substitute capital for labor, and to the extent that their costs of production rise, there will also be pressures to reduce the scale of operations. In short, unions must ultimately reckon with the downward-sloping demand curve for labor. As a result, both the position and the elasticity of this curve become fundamental market constraints on the ability of unions to accomplish their objectives.

To see this, ignore employee benefits and working conditions for the moment and consider Figure 13.2, which shows two demand curves, \(D_0^e\) and \(D_1^i\), which intersect at an initial wage \(W_0\) and employment level \(E_0\). Suppose a union seeks to raise the wage rate of its members to \(W_1\). To do so would cause employment to fall to \(E_1^e\) if the union faced the relatively elastic demand curve \(D_0^e\) or to \(E_1^i\) if it faced the relatively inelastic demand curve \(D_1^i\). Other things equal, the more elastic the demand curve for labor is, the greater will be the reduction in employment associated with any given increase in wages.

Suppose now that the demand curve shifts out to \(D_1^i\) while the negotiations are under way, owing perhaps to growing demand for the final product. If the union succeeds in raising its members’ wages to \(W_1\), there will be no absolute decrease in employment in this case. Rather, the union will have only slowed the rate of growth of employment to \(E_2^i\) instead of \(E_3^i\). More generally, other things equal, the more rapidly the labor demand curve is shifting out (in), the smaller (larger) will be the reduction in employment or the reduction in the rate of growth of employment associated with any given increase in wages. Hence, unions’ ability to raise their members’ wages will be strongest in rapidly growing industries with inelastic labor demand curves. Conversely, unions will be weakest in industries in which the wage elasticity of demand is highly elastic and in which the demand curve for labor is shifting in.

We now turn to two alternative models of how unions and employers behave in their agreements about wages and benefits, given the market constraints
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they face. Each of the models analyzes the interaction of—and trade-offs between—wages and employment.

The Monopoly-Union Model

The simplest model of the union–employer relationship has been called one of monopoly unionism, whereby the union sets the price of labor and the employer responds by adjusting employment to maximize profits, given the new wage rate with which it is confronted. This model is formally illustrated by Figure 13.3, which shows the labor demand curve, $D$, facing workers as a simple function of the wage rate (for simplicity, we abstract from other elements in the compensation package).

In Figure 13.3, we assume that the union values both the wages and the employment levels of its members and that it can aggregate its members’ preferences so that we can meaningfully speak of a union utility function that depends on these two variables. This utility function is summarized by the family of indifference curves $U_0, U_1, U_2, U_3$. Each curve represents a locus of employment/wage combinations about which the union is indifferent. The indifference curves are negatively sloped, because to maintain a given utility level, the union must be compensated for a decline in one variable (employment or wages) by an increase in the other. They exhibit the property of diminishing marginal rates of substitution (they are convex to the origin) because we assume the loss of employment that unions are willing to tolerate in return for a given wage increase grows
smaller as employment falls. Finally, higher indifference curves represent higher levels of union utility.

Suppose that in the absence of a union, market forces would cause the wage to be $W_0$ and employment to be $E_0$ (point $a$ in Figure 13.3). How does collective bargaining affect this solution? One possibility is that the union and the employer will agree on a higher wage rate and then, given the wage rate, the employer will determine the number of union members to employ. Given a bargained wage rate, the employer will maximize profits and determine employment from its labor demand curve. Since the union presumably knows this, its goal is to choose the wage that maximizes its utility subject to the constraint that the resultant wage/employment combination will lie on the demand curve.

In terms of Figure 13.3, the union will seek to move to point $b$, where indifference curve $U_2$ is just tangent to the labor demand curve. At this point, wages would be $W_U$ and employment $E_U$. Given the constraint posed by the labor demand curve, point $b$ represents the highest level of utility the union can attain.

**The Efficient-Contracts Model**

An interesting feature of the simple monopoly-union model is that it is not efficient. Instead of having unions set the wage and then having employers determine employment, both parties could be better off if they agreed to jointly determine wages and employment. Put succinctly in terms of Figure 13.3, there is a whole set of wage/employment combinations that at least one of the parties would prefer and that would leave the other no worse off; these combinations
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have been called efficient contracts. (While the term efficient recalls our discussion of Pareto efficiency in chapter 1, it is being used more narrowly here. Pareto efficiency refers to social welfare, and a transaction is said to be Pareto-improving if society is made better off—that is, if some gain and no one else loses. Efficiency in the current context denotes only that the welfare of the two parties can be improved; it does not imply that society, as a whole, gains. Indeed, we will see in the next section that, in general, these efficient contracts lead to a socially wasteful use of labor.)

The Formal Model

To begin our analysis, we must recall from chapter 3 that the labor demand curve is defined by the employer’s choosing an employment level that maximizes profits at each wage rate. In Figure 13.3, for example, if we start at point a on the demand curve with the wage at $W_0$ and employment at $E_0$, profits would fall if the employer were to either expand or contract employment. Thus, if employment were to be changed from $E_0$, a lower wage rate would have to be paid to keep profits from falling. The larger the deviation of employment from $E_0$, the lower wages would have to be to keep profits constant.

We can formalize this by reintroducing the concept of isoprofit curves, first discussed in chapter 8. Here, an isoprofit curve is a locus of wage/employment combinations along which an employer’s profits are unchanged. Figure 13.4 shows three isoprofit curves for the employer whose labor demand curve is $D$. As discussed earlier, each curve reaches a maximum at its intersection with the demand curve; as we move along a given isoprofit curve in either direction away from the demand curve, wages must fall to keep profits constant. A higher
isoprofit curve represents a lower level of employer profits because the wage associated with each level of employment is greater along the higher curve. So, for example, the employer would prefer any point on $I_0$, which includes the original wage/employment combination (point $a$), to any point on $I_2$, which includes the monopoly-union wage/employment solution (point $b$).

Figure 13.5 superimposes the family of employer isoprofit curves from Figure 13.4 onto the family of union indifference curves from Figure 13.3 and illustrates why the monopoly-union solution, point $b$, is not an efficient contract. Suppose that rather than locating at point $b$, the parties negotiated a contract that called for them to locate at point $d$, where the wage rate ($W_d$) would be lower but employment of union members ($E_d$) would be higher. At point $d$, the union would be better off, since it would now be on a higher indifference curve, $U_3$, while the firm would be no worse off, since it would still be on isoprofit curve $I_2$.

Similarly, suppose that rather than negotiating a contract to wind up at $b$, the parties agreed to a contract that called for them to locate at point $e$, with a wage rate of $W_e$ and an employment level of $E_e$. Compared with the monopoly-union solution (point $b$), the union is equally well off, since it remains on indifference curve $U_2$, but now the firm is better off because it has been able to reach isoprofit curve $I_1$. Because $I_1$ lies below $I_2$, it represents a higher level of profits.

In fact, there is a whole set of contracts that both parties will find at least as good as point $b$; these are represented by the shaded area in Figure 13.5. Among
this set, the ones that are efficient contracts—contracts in which no party can be made better off without hurting the other—are the ones in which employer iso-
profit curves are just tangent to union indifference curves, such as at points d and e.
Indeed, there is a whole locus of such points, and they are represented in the fig-
ure by the curve ed. Each point on ed represents a tangency of a union indifference
curve and an employer isoprofit curve; these are points at which the employer
and the union are equally willing to substitute wages for employment at the
margin (so that no more mutually beneficial trades of wages for employment are
possible).

All of the points on ed, which is often called the contract curve (or locus of
efficient contracts), will leave both parties at least as well off as at point b and at
least one party better off. However, the parties are not indifferent to where along
ed the settlement is reached. Obviously, the union would prefer to be close to d
and the employer close to e. Where on the contract curve a settlement actually
occurs in this model depends upon the bargaining power of the parties.7

The Contract Curve  Two points need to be made about the contract curve. First,
as shown in Figure 13.5, it lies off and to the right of the firm’s labor demand
curve. This implies that the firm is using more labor at any given wage rate than
it would if it had unilateral control over employment, and it implies that the col-
lective bargaining agreement will contain clauses that create (more precisely,
ratify the use of) excess labor in the plant. For example, there may be clauses per-
taining to minimum crew sizes or to rigid rules governing which workers must
do specific tasks; some agreements may even have no-layoff clauses for certain
workers. While the employer may be better off with these clauses, because it can
induce the union to agree to a lower wage, its failure to minimize costs is socially
wasteful (society could increase its aggregate output if labor were reallocated and
used more productively).

Second, it is not necessary that the slope of the contract curve be up and to
the right, as shown in Figure 13.5. Depending on the shapes of the union’s indif-
ference curves and the firm’s isoprofit curves, the contract curve could slope up
and to the left or even be vertical.

An interesting special case involving a vertical contract curve is created
when the curve is vertical at the original (preunion) level of employment. In this case,
the firm agrees to maintain employment at the level that maximizes profits, given
the market wage rate. The union and firm in effect bargain over how these profits
are split; every dollar gained by the union is a dollar lost by the employer, and
there are no changes in output or employment. If the union succeeds in raising
wages above their original (market) level, however, it is reasonable to ask how the
firm could afford to pay higher wages, maintain its original employment level,

7For an attempt to model how bargaining power affects the nature of contract settlements, see Jan
and still operate successfully in the product market. The answer must be that it is in a **noncompetitive** product market and is therefore receiving profits in excess of those required for it to remain in business; a reduction in these excess profits might make management unhappy, but it does not cause the employer to change its behavior.\(^8\) Further implications of a vertical contract curve are discussed in the final section of this chapter, in which the social gains or losses of unionization are considered.

**Are Contracts Really Efficient?** How realistic is the efficient-contracts model as a description of the wage-determination process in unionized workplaces in the United States? The most obvious way to answer this question would be to look at the language of collective bargaining agreements to see if there is evidence of joint agreement on employment levels. Many contracts covering public school teachers specify maximum class sizes or minimum teacher/student ratios, and a few private sector contracts include no-layoff provisions for certain core workers, but the world is too uncertain for an employer to explicitly guarantee a certain level of employment.

Contracts, however, often contain language that perpetuates the use of excess labor. Many require that duties cannot be performed “out of job title,” so a custodian, for example, could not paint a scuffed wall (a painter would be required) or an off-stage actress could not perform any of the duties of a lighting technician. These rigidities in job assignment are clearly designed to protect jobs even though the level of employment is not explicitly determined in the contract.

There are also **indirect** tests of the efficient-contracts model. This model and the monopoly-union model yield different implications about how wages and employment will vary in response to changes in variables that affect either the demand for labor or union preferences. A number of studies have analyzed these implications, and it is fair to say that at the moment, there is evidence that both supports and goes against the efficient-contracts model.\(^9\)

**The Activities and Tools of Collective Bargaining**

Having analyzed the general constraints facing unions as they seek to accomplish their goals, we now turn to an economic analysis of several activities that affect their power. We begin with a simple model of union **membership** and use it to help
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Understand the decline in membership faced by U.S. unions in recent decades. Next, we briefly discuss the ways in which unions use the political process in an attempt to alter the market constraints they face. Finally, we analyze the ultimate threats—of calling a strike or having an unresolved dispute decided by third-party arbitration—that unions can carefully use in the collective bargaining process.

**Union Membership: An Analysis of Demand and Supply**

A simple model of the demand for and supply of union activity can be used to explain the forces that influence union membership. On the demand side, employees’ desire to be union members will be a function of the price of union membership; this price includes initiation fees, monthly dues, the value of the time an individual is expected to spend on union activities, and so on. Other things equal, the higher the price, the lower the fraction of employees that will want to be union members, as represented by the demand curve $D_0$ in Figure 13.6.

It is costly to represent workers in collective bargaining negotiations and to supervise the administration of union contracts. Therefore, it is reasonable to conclude that, other things equal, the willingness of unions to supply their services is an upward-sloping function of the price of union membership, as represented by the supply curve $S_0$ in Figure 13.6. The intersection of these demand and supply curves represents the equilibrium price and quantity of union membership.
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curves yields an equilibrium percentage of the workforce that is unionized \( (U_0) \) and an equilibrium price of union services \( (P_0) \).

What are the forces that determine the positions of the demand and supply curves? Anything that causes either the demand curve or the supply curve to shift to the right will increase the level of unionization in the economy, other things equal. Conversely, if either of these curves shifts to the left, other things equal, the level of unionization will fall. Identifying the factors that shift these curves would enable us to explain changes in the level of unionization in the economy over time.

On the demand side, it is likely that individuals’ demand for union membership is positively related to their perceptions of the net benefits from being union members. For example, the larger the wage gain they think unions will win for them, the further to the right the demand curve will be. Another factor is tastes; if individuals’ tastes for union membership increase, perhaps because of changes in social attitudes, the demand curve will also shift to the right.

On the supply side, anything that changes the costs of union-organizing activities will affect the supply curve. Introduction of labor legislation that makes it easier for unions to win representation elections will shift the supply curve to the right. Changes in the composition of employment that make it more difficult to organize the workforce will shift the curve to the left and reduce the level of unionization.\(^{11}\)

The decline in unionization rates that has taken place in the United States since the mid-1950s is hypothesized to be at least partially explained by five factors related to the demand for, or supply of, union services: demographic changes in the labor force, a shifting industrial mix, a heavier mix of employment in states in which the environment is not particularly favorable for unions, increased competitive pressures, and increased employer resistance to union-organizing efforts.\(^{12}\)

**Demographic Changes** The fraction of the labor force that is female has increased substantially (see chapter 6), and women have historically tended not to join unions. The benefits from union membership are a function of individuals’ expected tenure with firms; seniority provisions, job security provisions, and


retirement benefits are not worth much to individuals who expect to be employed at a firm for only a short while. In the past, women tended to have shorter expected job tenure than men and to have more intermittent labor force participation. Given the growing labor force attachment of women, however, demographic changes are an unlikely explanation for the decline in union membership.¹³

**Changing Industrial Mix** A second possible factor in the decline of union membership is the shift in the industrial composition of employment, first discussed in chapter 2. The fraction of workers in government, the most heavily unionized sector in the United States, has held more or less constant since the mid-1970s, while there has been a substantial decline in the employment shares of the most heavily unionized industries in the private sector (see Table 13.2): manufacturing, mining, construction, transportation, and public utilities. Employment has increased most notably in wholesale and retail trade; in finance, insurance, and real estate; and in the service industries—all of which are the least-unionized sectors of the economy.

Why do the latter industries tend not to be unionized? These industries tend to be highly competitive, with high price elasticities of product demand and therefore high wage elasticities of labor demand, which limit unions’ abilities to increase wages without suffering substantial employment declines. For this reason, the net benefits individuals perceive from union membership may be lower in these industries, and an increase in their importance in the economy would shift the demand for union services to the left in Figure 13.6, thereby reducing the percentage of the workforce that is unionized.

These industries also tend to be populated by small establishments. The demand for unionization is thought to be lower for employees who work in small firms, because they often feel less alienated from their supervisors. Similarly, since it is more costly to try to organize 1,000 workers spread over 100 firms than it is to organize 1,000 workers at one plant, it is often thought that the supply of union services would shift left as the share of employment going to small firms increased. Both of these factors tend to suggest (in terms of Figure 13.6) that unionization will decline as the share of employment in small establishments increases, providing another reason the shift in industrial distribution of employment may have affected the extent of unionization.

**Regional Shifts in Employment** A third factor that may have contributed to the decline in union strength is the movement in population and employment that has occurred since 1955 from the industrial Northeast and Midwest to the South and West. As noted earlier, the South and Southwest are heavily represented among the 22 states that have right-to-work laws. Such laws raise the costs of expanding union membership, because individuals who accept employment with a firm cannot be compelled to become union members as a condition of employment. In terms of Figure 13.6, these laws shift the supply curve of union services to the left.

¹³Farber and Krueger, “Union Membership in the United States: The Decline Continues,” argue that demographic changes have played almost no role in the decline.
thereby reducing the level of unionization. Between 1955 and 2010, the proportion of employees working in right-to-work states increased from 24 to 37 percent. This shifting geographic distribution of the workforce, coupled with the existence of these laws, undoubtedly tended to depress union membership.

It is not at all obvious, however, that the decline in unionization occasioned by the move to the South and West can be attributed to right-to-work laws per se. The extent of unionization in right-to-work states tended to be lower than that in other states even before the passage of the laws. These laws may only reflect attitudes toward unions that already exist in these communities.14

**Competitive Pressures** A fourth factor is increased foreign competition in manufacturing and the deregulation of the airline, trucking, and telephone industries (see Example 13.1). In these industries, which tend to be highly unionized, increased product-market competition has served to reduce the power of unions to raise wages; that is, more product-market competition increases the price elasticity of product demand and hence (as we saw in chapter 4) increases the elasticity of labor demand. To the extent that union members’ wages did not fall substantially in the face of increased product-market competition, unionized employment within these industries could have been expected to fall. Indeed, the share of unionized employment in these previously heavily unionized industries has fallen substantially in the past two decades as competition from both foreign firms and new, nonunion employers in the deregulated industries has increased.15

By making labor demand curves more elastic, increased competitive pressures reduce the benefits to workers of collective action, hence shifting the demand curve for union membership to the left. Moreover, increased product-market competition may well call forth *employer* responses that affect workers’ demand for unions. For example, if firms find that foreign competition has intensified, they may seek to relocate in areas where workers are less likely to unionize; similarly, they may seek to employ workers in demographic groups whose demands for union membership are relatively low. Increased competition may also cause employers to resist union-organizing efforts more vigorously, which could well increase the costs of such efforts and shift the supply curve of union services to the left.

**Employer Resistance** U.S. employers can, and often do, play an active role in opposing union-organizing campaigns, using both legal and illegal means. For example, under the NLRA, it is legal for employers to present arguments to

---


The Activities and Tools of Collective Bargaining

employees detailing why they think it is in the workers’ best interests to vote against a union and for employers to hire consultants to advise them how to best conduct a campaign to prevent a union from winning an election. However, it is illegal for an employer to threaten to withhold planned wage increases if the union wins the election or for a firm to discriminate against employees involved in the organizing effort. If a union believes an employer is involved in illegal activities during a campaign, it can file an unfair labor practices charge with the NLRB that, if sustained, can lead the NLRB to issue a formal complaint.

Table 13.3 chronicles, from 1970 to 2009, the number of union representation elections, the percent won by the union, and the number of unfair labor practice complaints filed by the NLRB against employers. While not all unfair practices occur during representation elections, the ratio of such complaints to the number of elections held gives us at least some idea of the intensity of employer resistance. This ratio rose steeply in the 1970s and 1980s, peaked in 1993 (at a ratio over five times greater than it had been two decades earlier), and in the last decade has more or less returned to the levels experienced in the 1980s.

Why did employers offer increased resistance to unions after 1975? Some argue that employers were more disposed, on purely ideological grounds, to maintain union-free workplaces. Others suggest, however, that the change in employer behavior was the result of an increase in the costs that employers expected to face if the unions won. During the 1970s and early 1980s, wages of unionized workers grew more rapidly than the wages of nonunion workers just as competition from foreign producers increased sharply. Thus, the perceived economic benefits to nonunion employers of keeping their workplaces nonunion
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**EXAMPLE 13.1**

The Effects of Deregulation on Trucking and Airlines

Before the late 1970s, the heavily unionized trucking and airline industries were regulated by the U.S. government, which restricted the entry of potential competitors and granted existing carriers a degree of monopoly power. From 1978 to 1980, however, these restrictions were largely removed. The resulting increase in product-market competition increased the price elasticity of product demand and, of course, the wage elasticity of labor demand in those industries—thus reducing the power of unions to raise wages.

These changes reduced the desirability of being unionized, and indeed, both industries experienced sharp declines in unionized employment. In the airline industry, for example, the employment of union mechanics had fallen 15 percent to 20 percent by 1983. In trucking, the rate of unionization throughout the industry fell from 88 percent to 65 percent by 1990.

Table 13.3

Union Representation Elections and Unfair Labor Practice Complaints
Issued by NLRB, 1970–2009

<table>
<thead>
<tr>
<th>Year</th>
<th>Representation Elections</th>
<th>NLRB Complaints against Employers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number</td>
<td>Percent Won by Union</td>
</tr>
<tr>
<td>1970</td>
<td>8,074</td>
<td>55.2</td>
</tr>
<tr>
<td>1975</td>
<td>8,577</td>
<td>48.2</td>
</tr>
<tr>
<td>1980</td>
<td>8,198</td>
<td>45.7</td>
</tr>
<tr>
<td>1985</td>
<td>4,614</td>
<td>42.4</td>
</tr>
<tr>
<td>1990</td>
<td>4,210</td>
<td>46.7</td>
</tr>
<tr>
<td>1993</td>
<td>3,586</td>
<td>47.6</td>
</tr>
<tr>
<td>1996</td>
<td>3,277</td>
<td>44.8</td>
</tr>
<tr>
<td>1999</td>
<td>3,585</td>
<td>50.5</td>
</tr>
<tr>
<td>2003</td>
<td>2,937</td>
<td>53.8</td>
</tr>
<tr>
<td>2005</td>
<td>2,649</td>
<td>56.8</td>
</tr>
<tr>
<td>2009</td>
<td>1,619</td>
<td>63.8</td>
</tr>
</tbody>
</table>

Source: Annual Report of the National Labor Relations Board, Appendix Tables 3A, 13 (various years).

increased. This factor, it is argued, encouraged them to increasingly and aggressively combat union election campaigns, through both legal and illegal means.16

Union Actions to Alter the Labor Demand Curve

Many actions that unions take are direct attempts to relax the market constraints they face: either to increase the demand for union labor or to reduce the wage elasticity of demand for their members’ services. Many of these attempts have not occurred through the collective bargaining process per se. Rather, they have occurred through union support for legislation that at least indirectly achieved union goals and through direct public relations campaigns to increase the demand for products produced by union members.

Shifting Product Demand  To increase the demand for the final product—and hence shift the labor demand curve for union workers to the right—unions have lobbied for import quotas, which restrict the quantities of foreign-made goods that can be imported into the United States, and for domestic content legislation, which requires goods from abroad to have a certain percentage of American-made components. Unions have also lobbied strongly against legislation, such as

the North American Free Trade Agreement, that reduces tariffs on imported goods. Some unions have sought to directly influence people’s tastes for the products they produce, urging consumers to “Buy American” or “Look for the union label.”

**Restricting Substitution: Legislation**  
An implication of our earlier discussion of labor demand elasticity (chapter 4) is that the demand for union labor will become less elastic, other things equal, when it becomes more difficult or expensive to replace union labor with alternative factors of production. Unions have therefore often sought, by means of legislation, to pursue strategies that increase the costs of other inputs that are potential substitutes for union members. Construction unions, for example, have often persuaded states to require that nonunion contractors working on public projects pay the “prevailing wage” (usually the union wage in that area); furthermore, labor unions have been among the primary supporters of higher minimum wages.17 While such support may be motivated by a concern for the welfare of low-wage workers, increases in the mandated wage also raise the relative costs to employers of hiring nonunion workers, thereby both increasing the costs of the products they produce and reducing employers’ incentives to substitute them for higher-paid union workers.

**Restricting Substitution: Bargaining**  
Union attempts to restrict the substitution of other inputs for union labor also can occur through the collective bargaining process. In the past, some unions, notably those in the airline, railroad, and printing industries, sought and won guarantees of minimum crew sizes (for example, at least three pilots were required to fly certain jet aircrafts). Such staffing requirements prevented employers from substituting capital for labor.18 Other unions have won contract provisions that prohibit employers from subcontracting for some or all of the services they provide. For example, a union representing a company’s janitorial employees may win a contract provision preventing the firm from hiring external firms to provide it with janitorial services. Such provisions may limit the substitution of nonunion for union workers.

Craft unions often negotiate specific contract provisions that restrict the functions that members of each individual craft can perform, thereby limiting the substitution of one type of union labor for another. They also limit the substitution of unskilled union labor for skilled union labor by establishing rules about
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18In cases in which these requirements call for the employment of workers whose functions are redundant—for example, fire-stokers in diesel-operated railroad engines—featherbedding is said to take place. For an economic analysis of this phenomenon, see George Johnson, “Work Rules, Featherbedding and Pareto Optimal Union Management Bargaining,” *Journal of Labor Economics* 8, no. 1, pt. 2 (January 1990): S237–S259.
the maximum number of apprentice workers that can be employed relative to the experienced journeymen workers. Apprenticeship rules also limit the supply of skilled workers to a craft, which is another way to limit substitution for current union members.

**Bargaining and the Threat of Strikes**

How do unions persuade employers to agree to changes that reduce the wage elasticity of demand or shift the demand curve for union labor to the right? Given the elasticity and position of demand curves, how are unions able to bargain for, and win, real wage increases when in most cases an increase in the price of an input reduces a firm’s profits?

In some cases, a union and an employer may agree to a settlement in which real wages are increased in return for the union agreeing to certain work-rule changes that will result in increased productivity. If such an agreement is explicit and is tied to the resulting change in productivity, the process is often referred to as productivity bargaining. More typically, however, unions are able to win management concessions at the bargaining table because of the unions’ ability to impose costs on management. These costs typically take the form of work slowdowns and strikes. A strike is an attempt to deny the firm the labor services of all union members.

Strikes, for all the publicity generated when they occur, are relatively rare—and becoming ever rarer—in the United States. In 1970, for example, there were 381 work stoppages in the United States involving 1,000 or more workers, and these strikes caused a loss of about one-fourth of 1 percent of all work hours in the economy. By way of contrast, in 1997 and 2007 (years of comparable economic activity, as measured by the unemployment rate), there were 29 and 21 such strikes, respectively—and the time lost was less than one-hundredth of 1 percent. Despite their infrequency, the threat of a strike hangs over virtually every bargaining situation in the private sector, and therefore, models of the bargaining process and its outcomes must address this threat.

**A Simple Model of Strikes and Bargaining** The first, and also simplest, model of strikes in the bargaining process was developed by Sir John Hicks. Suppose that management and labor are bargaining over only one issue: the size of the wage increase to be granted. How would the percentage increase that the union demands and the increase that the employer is willing to grant vary with the expected duration of a strike? Hicks analyzed this question with a diagram like the one shown in Figure 13.7, in which $W$ is the percentage wage increase over which labor and management are bargaining.
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On the employer side, the firm’s highest pre-strike wage offer is assumed to be $W_f$. If that offer is rejected and a strike ensues, the employer may be able to service its customers for a relatively short period of time through accumulated inventories or the use of nonstriking employees (including managers) in production jobs. As a strike progresses, however, the costs of lost business or dissatisfied customers mount; indeed, recent papers suggest that productivity and product quality—whether measured by tread separations in tire plants or patient mortality rates in hospitals—can suffer quite markedly during periods of labor strife. Faced with these losses, the employer can be expected to increase its wage offer in an effort to end the strike. The expected willingness of employers to increase their wage offers as a strike lengthens is depicted by the upward-sloping employer concession schedule, $EC$, in Figure 13.7.

The union is assumed initially willing to accept some wage increase ($W_i$) without a strike, but after a strike begins, worker attitudes may harden, and the union may actually increase its wage demands early on. After some point in the strike, however, the loss of income workers are suffering begins to color their attitudes, and the union will begin to reduce its wage demands. This reduction is indicated by the union resistance curve, $UR$, in Figure 13.7, which eventually becomes downward-sloping.

---
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As the strike proceeds, we expect the union’s demands to decrease and the employer’s offer to increase, until at strike duration $S_0$, the two will coincide. At this point, a settlement is reached on a wage increase of $W_0$ and the strike is expected to end. This simple model has several implications.

**Implications of the Model**  First, holding the $EC$ schedule constant, anything that shifts the $UR$ schedule upward (that is, increases union resistance to management) will both lengthen the expected strike duration and raise the wage increase that can be expected. This heightened resistance may be manifest in either a higher “no-strike” wage demand (an increase in $W_1$) or a flatter slope to the $UR$ curve, which would indicate that the union is less willing to modify its wage demands as the strike proceeds.$^{22}$ Union resistance can be expected to increase, for example, if the unemployment rate is so low that strikers can easily obtain temporary jobs or if strikers are able to collect some form of unemployment benefits (either from the government or from the union). Indeed, we do find that strikes are both more likely and of longer duration in periods of relative prosperity; the availability to strikers of unemployment benefits similarly affects strike activity.$^{23}$

A second implication of the simple Hicks model is that anything strengthening the resistance of employers will lower the $EC$ curve, thereby lengthening expected strike duration and reducing the expected wage settlement. Thus, firms will be more likely to resist—and less likely to raise their wage offers very much as the strike progresses—if they are less profitable, face an elastic product demand curve, can stockpile product inventories in advance of a strike, or can easily hire replacement workers (see Example 13.2).$^{24}$
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A final implication is that strikes appear to be unnecessarily wasteful. Had the expected settlement of $W_0$ been reached without a strike, or with a shorter strike, both sides would have been spared some losses. When strikes are likely to be very costly to both parties, the two might agree in advance to certain bargaining protocols that will help avert future strikes. For example, the parties might agree to start bargaining well in advance of a contract’s expiration date, to limit the number of contract items they will discuss, or to submit the dispute to binding arbitration if they fail to reach agreement on their own. Indeed, there is some evidence that strikes are less frequent, and shorter, when the joint costs of any strike are likely to be greater.25
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If strikes are costly, and if they can be averted in advance, why do they occur at all? Some argue that to enhance their bargaining positions and retain the credibility of the threat of a strike, unions have to periodically use the strike weapon; that is, a strike may be designed to influence future negotiations. Strikes also may be useful devices by which the internal solidarity of a union can be enhanced against the common adversary—the employer. More fundamentally, however, strikes are thought to occur because the information that both sides have about each other’s goals and intentions to resist may be imperfect.

**Strikes and Asymmetric Information**  Most recent economic models of strike activity in the United States are based on the assumption of information asymmetry. Workers may want to share in the firm’s profits, for example, but they will doubt management’s willingness to be completely truthful about current and expected profit levels. The reason is not difficult to understand: management knows more about the firm’s profitability than does labor, and if it can convince workers that the enterprise is not very profitable, the union can be expected to moderate its wage demands.

Knowing management’s informational advantages and its incentives to understate profitability, the union may try to elicit a signal from management about the true level of profits. A strike would be one such signal. If the firm is lying, and profits are greater than stated, the firm may be unwilling to put up a fight (management may figure that since giving in is financially feasible, it is better off avoiding the costs of a strike). If, however, the firm is telling the truth about its low level of profits, giving in may not be feasible; taking a strike, then, sends a signal that the firm believes labor’s demands are far enough above what it can feasibly pay that they must be strongly resisted.

An implication of the asymmetric-information model of strike activity is that greater uncertainty about an employer’s willingness and ability to pay for wage increases should raise both the probability that a strike will occur and the duration of the strike. It does appear that the more variable a firm’s profitability is over time, other things equal, the greater this uncertainty will be and the greater will be the expected incidence and duration of strike activity.26 If the parties realize this, however, they may avert a strike by establishing a reputation for revealing their true positions rather quickly.

**Union Leaders and the Union Members**  One barrier to elimination of the misunderstandings caused by asymmetric information is that there are really three major parties to a negotiation, not just two. On the employee side of the negotiations are two groups: union leaders and the rank-and-file union members, who rely
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on their leaders for information. The rank and file may understandably suspect their leaders of withholding information from them so that their negotiations are less stressful; put differently the rank and file may suspect their leaders will sell them out. Conversely the leadership may be unsure just how strongly their members feel about certain demands being made of management. Thus, there are also information asymmetries (and hence possibilities for misunderstandings) within the employee side of the negotiating table.

Union leaders have much better information than rank-and-file union members about the employer’s true financial position. If the offered settlement is smaller than the membership wants, union leaders face two options. On the one hand, they can return to their members, try to convince them of the employer’s true financial picture, and recommend that management’s offer be accepted. The danger is that the members may vote down the recommendation, accuse the leaders of selling out to management, and ultimately vote them out of office.

On the other hand, union leaders can return to their members and recommend that the members go out on strike. This recommendation will allow them to appear to be strong, militant leaders, even though the leaders themselves know that the strike will probably not lead to a larger settlement. After a strike of some duration, however, in accordance with the notion of the union resistance curve in Figure 13.7, union members will begin to moderate their wage demands, and ultimately, a settlement for which the union leaders will receive credit will be reached.

Because the latter strategy is the one that is more likely to maintain the union’s strength and keep the leaders in office, it is the strategy leaders may opt for even though it is clearly not in their members’ best interests in the short run (the members have to bear the costs of the strike). Interestingly, strike activity rose markedly right after passage of the Landrum-Griffin Act in 1959, possibly because this act increased union democracy—thereby giving the wishes of the rank and file greater weight in the bargaining process.

Bargaining in the Public Sector: The Threat of Arbitration

Although some states have granted to selected public sector employees the right to strike in one form or another, most have continued historic prohibitions against strikes by state and local government workers. When strikes are forbidden, however, laws often provide for third parties to enter the dispute-resolution process if bargaining between the parties comes to an impasse. The first step in this process is typically some form of mediation, in which a neutral third party attempts to facilitate a settlement by listening to each party separately, making
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27 The model described here was put forth by Ashenfelter and Johnson, “Bargaining Theory, Trade Unions, and Industrial Strike Activity.”

28 Ashenfelter and Johnson, “Bargaining Theory, Trade Unions, and Industrial Strike Activity.”
suggestions on how each might modify its position to have more appeal to the other, and doing anything else possible to bring the parties to a voluntary settlement.

If a mediator is unable to bring the parties to a settlement, the dispute-resolution process sometimes calls for the next step to be fact-finding, in which a neutral party, after listening to both sides and gathering information, writes a report that proposes a settlement. The report is not binding for either party, but it may be considered by each to be a forecast of the settlement that binding arbitration would impose if the impasse were to continue.

If noncoercive methods fail to bring a voluntary settlement, arbitration becomes the final step of the dispute-resolution process. A single arbitrator may hear the case, or the case may be heard by a panel, usually consisting of one representative from labor, one from management, and one “neutral.” Whether the parties choose to go to arbitration to settle their dispute, or whether by law they must go to arbitration, once the arbitration report is issued, the parties are bound by its contents. Arbitration associated with the bargaining process is called interest arbitration (to distinguish it from the grievance-arbitration process so widely used in resolving contract-administration disputes during the life of a contract).

**Forms of Arbitration** Interest arbitration can take two forms. With conventional arbitration, the arbitrators are free to decide on any wage settlement of their choosing. They listen to both sides make their case and then render their own decision. Some have suspected that under this conventional procedure, arbitrators tend to split the difference between the two parties, thereby encouraging the parties to take extreme positions (in the hope of dragging the arbitrator toward their true goal).

Some jurisdictions have chosen to adopt final-offer arbitration, in which the arbitrator is constrained to choose the final, pre-arbitration offer either of the union or of management; no other option is possible for the arbitrator. Final-offer arbitration, it was theorized, would induce the parties to make more reasonable final offers to each other, because by so doing, they would increase the chances of their offer being the one accepted by the arbitrator.

**The Contract Zone** No matter what form arbitration may take, going to arbitration is a risk for both parties because neither knows how the arbitrator will decide. A party wins the gamble only if the arbitrator reaches a more favorable wage decision than it could get through voluntary agreement. Thus, in deciding whether to continue bargaining—or, instead, take a rigid position and let the dispute go to arbitration—a party needs to develop expectations of various possible arbitrator decisions. By calculating the likelihood of each possible outcome and the utility associated with it, the party can develop a set of voluntary agreements it would prefer over taking its chances with arbitration. If the preferred decision sets of the two parties happen to overlap, there is a contract zone of possible voluntary agreements that both parties will prefer to the gamble of arbitration. If there is no overlap, the parties cannot agree voluntarily and the dispute will definitely go to arbitration.
A party’s preferences for negotiation over gambling on arbitration are increased by greater aversion to risk and greater uncertainty about how the arbitrator might decide. If the parties become increasingly averse to losing, or if they become increasingly unable to predict what arguments or facts an arbitrator will find persuasive, then the set of negotiated outcomes they prefer to the arbitration gamble will widen. (Appendix 13A presents a more formal model underlying this conclusion.)

While logic dictates that a bargaining situation with no contract zone will produce no voluntary agreement, it is not obvious that a wider contract zone will make reaching a voluntary agreement more likely. A wider contract zone opens up more feasible outcomes to the two parties, so one might think that the chances of voluntary agreement are enhanced, but it also gives the parties more to argue about. To take an extreme example, if there were only one wage increase that both parties preferred to arbitration, then perhaps agreement would be reached more quickly and with more certainty than if there were several possible outcomes to be thoroughly debated.

**Persuading the Arbitrator** Although going to arbitration is clearly risky, the parties are not helpless in their abilities to influence the arbitrator’s decision. If they are going to final-offer arbitration, they can improve their chances of winning by developing a final, pre-arbitration offer that the arbitrator is likely to regard as reasonable. The influence they exert in final-offer arbitration, then, amounts to guessing what the arbitrator thinks the outcome should be and then crafting an offer that approaches it. (Obviously, the union will approach it from above and management will approach it from below, as each tries to drag the arbitrator in its direction.)

If the parties are going to conventional arbitration, it is less certain how their offers can influence the arbitrator’s decision. Some people might reason that the arbitrator will decide on a wage increase that lies between those of the two parties or, in the extreme, simply split the difference. If so, the parties might then be tempted to make final offers that are far from where they eventually expect to end up.

It might be more reasonable to believe, however, that arbitrators initially have their own views of a proper settlement, which can then be modified by listening to the arguments and positions of each party. Their own beliefs of what constitutes a reasonable outcome are not easily changed, and if a party’s position (offer) is far from the outcome they consider appropriate, little weight will be given to it. This latter view of how arbitrators behave implies that the parties can gain influence only by making offers that are close to what they think the arbitrator will decide. If both parties make the same (correct) guess about the arbitrator’s
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preferred outcome, their final offers will bracket the arbitrator’s decision. To outsiders it will look as though the arbitrator followed a simple, split-the-difference rule, but what really happened was that the parties strategically placed their offers around the arbitrator’s expected position.\(^{31}\)

**Effects of Arbitration** If arbitrators have their own strongly held views on the appropriate outcome in a particular case, and if the parties position their offers around what they expect to be the arbitrator’s preferred outcome, then whatever form of arbitration is used, the behavior of the parties and the arbitrator should be more or less the same. Indeed, one study of police officers’ contracts in a state where either form could be used found the wage outcomes chosen by the arbitrators were very similar in each.\(^{32}\) But how do arbitrated settlements compare with negotiated ones?

It is not surprising that negotiated wage settlements are comparable with arbitrated settlements in states requiring that disputed settlements go to arbitration, because all negotiations in those states take place under the threat of arbitration. What is somewhat surprising, however, is that another study of police contracts found wages in states requiring arbitration of disputed settlements are more or less the same as those in states without that requirement.\(^{33}\) Thus, it may well be that the effects of arbitration on wage levels are actually quite small.

**The Effects of Unions**

Economists have long been interested in the effects of unions on wages, and recently, attention has also been given to their effects on total compensation (including employee benefits), employment levels, hours of work, productivity, and profits. In this section, we review the theory and the evidence on these effects.

**The Theory of Union Wage Effects**

Suppose we had data on the wage rates paid to two groups of workers identical in every respect except that one group was unionized and the other was not. Let \(W_u\) denote the wage paid to union members and \(W_n\) the wage paid to nonunion workers. If the difference between the two could be attributed solely to the presence of unions, then the *relative wage advantage* \((R)\) that unions would have achieved for their members would be given, in percentage terms, by

\[
R = \frac{(W_u - W_n)}{W_n}
\]  


This relative wage advantage does not represent the absolute amount, in percentage terms, by which unions would have increased the wages of their members, because unions both directly and indirectly affect nonunion wage rates also. Moreover, we cannot say for sure whether estimates of \( R \) will overstate or understate the absolute effect of unions on their members’ real wage levels. To illustrate the difficulties in interpreting union–nonunion wage differentials, we begin with the simple model of the labor market depicted in Figure 13.8.

Figure 13.8 represents two sectors of the labor market, both of which hire similar workers. Panel (a) is the union sector and panel (b) is the nonunion sector. Suppose initially that both sectors are nonunion and that mobility between them is costless. Workers will therefore move between the two sectors until wages are equal in both. With demand curves \( D_u \) and \( D_n \), workers will move between sectors until the supply curves are \( S_u^0 \) and \( S_n^0 \), respectively. The common equilibrium wage will be \( W_0 \), and employment will be \( E_u^0 \) and \( E_n^0 \), respectively, in the two sectors.

Once one sector becomes unionized, and its wage rises to \( W_u^1 \), what happens to wages in the other sector depends on the responses of employees who are not employed in the union sector. In the following sections, we discuss four possible reactions.34
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34Much of the discussion in this section is based on the pioneering work of H. G. Lewis, *Unionism and Relative Wages in the United States* (Chicago: University of Chicago Press, 1963). In Figure 13.8, our analysis employs a two-sector model with labor supply curves to each sector. Remember that a labor supply curve to one sector is drawn holding the wages in other sectors (“alternative wages”) constant; whenever the wage in one sector changes, the labor supply curve to the other sector may shift. We sometimes ignore this complexity to keep our exposition as simple as possible and to highlight the various behaviors that might occur in either sector in response to unionization.
**Spillover Effects**  If the union succeeds in raising wages in the union sector to $W^1_u$, this increase will cause employment to decline to $E^1_u$, workers, resulting in $L^1_u - E^1_u$ unemployed workers in that sector. If all the unemployed workers spill over into the nonunion sector, the supply curves in the two sectors will shift to $S^1_u$ and $S^1_n$, respectively. Unemployment will be eliminated in the union sector; in the nonunion sector, however, an excess supply of labor will exist at the old market-clearing wage, $W_0$. As a result, downward pressure will be exerted on the wage rate in the nonunion sector until the labor market in that sector clears at a lower wage ($W^1_n$) and a higher employment level ($E^1_n$).

In the context of this model, the union has succeeded in raising the wages of its members who kept their jobs. However, it has done so by shifting some of its members to lower-wage jobs in the nonunion sector and, because of this spillover effect, by actually lowering the wage rate paid to individuals initially employed in the nonunion sector. As a result, the observed union relative wage advantage ($R_1$), computed as

$$R_1 = \frac{(W^1_u - W^1_n)}{W^1_n}$$

(13.2)

will tend to be greater than the true absolute effect of the union on its members’ real wage. This true absolute effect ($A$), stated in percentage terms, is defined as

$$A = \frac{(W^1_u - W_0)}{W_0}$$

(13.3)

Because $W^1_n$ is lower than $W_0$, $R_1$ is greater than $A$.

**Threat Effects**  Another possible response by nonunion employees is to want a union to represent them as well. Nonunion employers, fearing that a union would increase labor costs and place limits on managerial prerogatives, might seek to buy off their employees by offering them above-market wages.\(^{35}\) Because there are costs to workers (as noted earlier) of union membership, some wage less than $W^1_n$ but higher than $W_0$ would presumably be sufficient to assure employers that the majority of their employees would not vote for a union (assuming that the employees are happy with their nonwage conditions of employment).

The implications of such threat effects—nonunion wage increases resulting from the threat of union entry—are traced in Figure 13.9. The increase in wage in the union sector, and resulting decline in employment there, is again assumed to cause the supply of workers to the nonunion sector to shift to $S^1_n$. In response to the threat of union entry, however, nonunion employers are assumed to increase their employees’ wages to $W^*_n$, which lies between $W_0$ and $W^1_n$. This wage increase causes nonunion employment to decline to $E^*_n$; at the higher wage, nonunion employment

employers demand fewer workers. Moreover, since the nonunion wage is now not free to be bid down, an excess supply of labor, $L_n' - E_n^*$, exists, resulting in unemployment. Finally, because the nonunion wage is now higher than the original wage, the observed union relative wage advantage

$$R_2 = \frac{W_u^1 - W_n^*}{W_n^*}$$

is smaller than the absolute effect of unions on their members’ real wages.

**Wait Unemployment**  Do workers who lose (or do not have) a union job necessarily leave the union sector and take jobs in the nonunion sector? Even with reduced employment in the union sector, job vacancies occur as a result of retirements, deaths, and voluntary turnover. Some of those who do not have union jobs will find it attractive to search for work in the union sector, and their search might be more effective if they are not simultaneously employed elsewhere. Workers who reject lower-paying nonunion jobs so they can search for higher-paying union ones create the phenomenon of *wait unemployment* (they are waiting for union jobs to open up).\(^{36}\)

The main behavior behind the wait-unemployment response is that workers will move from one sector to another if the latter offers higher *expected* wages.
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Expected wages in a sector are equal to the sector’s wage rate multiplied by the probability of obtaining a job in that sector. Thus, even if one were always able to find a job in the nonunion sector, rejecting employment there might be beneficial if there were a reasonable chance (even if it were less than 100 percent) of obtaining a higher-paying union job. The importance of the resultant wait unemployment for our current discussion is that not everyone who loses a job in the union sector will spill over into the nonunion sector; in fact, it is even theoretically possible that some workers originally in the nonunion sector would quit their jobs to take a chance on finding work in the union sector.

The presence of wait unemployment in the union sector will reduce the spillover of workers to the nonunion sector, thus moderating downward pressure on nonunion wages. Moreover, if enough nonunion workers decide to search for union jobs, the labor supply curve to the nonunion sector could even shift to the left. In this case, unionization in one sector could cause wages in the nonunion sector to rise, just as with the threat effect (in fact, a “threat” here is being carried out: workers are leaving the nonunion employers to search for union jobs).

**Shifts in Labor Demand** Finally, recall that we discussed earlier the activities unions undertake to alter the demand for their members’ labor services. In some cases, these activities involve attempts to shift the product demand curve facing unionized firms (and hence their labor demand curve) to the right. If unions were successful in their efforts to increase product demand in the unionized sector, perhaps at the expense of the nonunion sector, the rightward shift in the union-sector labor demand curve—and the associated leftward shift in the labor demand curve in the nonunion sector—would again serve to lower wages in the nonunion sector below what they were originally.37

**Evidence of Union Wage Effects**

Because the presence of unions can influence both the union and the nonunion wage rate, it is not possible to observe the wage that would have existed in the absence of unions ($W_0$). Hence, estimates of a union’s effects on the absolute level ($A$) of its members’ real wages—see equation (13.3)—cannot be obtained. Care must be taken not to mistake the relative wage effects we can observe (equations 13.2 and 13.4) for the absolute effects.

Economists have expended considerable effort to estimate the extent to which unions have raised the wages of their members relative to the wages of comparable nonunion workers in the private sector. These studies have tended to

37Our discussion of these four responses has assumed a partial equilibrium model. Once one considers a general equilibrium framework and allows capital to move between sectors, even more possibilities may exist. On this point, see Harry Johnson and Peter Mieszkowski, “The Effects of Unionization on the Distribution of Income: A General Equilibrium Approach,” *Quarterly Journal of Economics* 84 (November 1969): 539–561.
use data on large samples of individuals and sought to estimate how much more union members get paid than nonunion workers, after controlling for any differences between the two groups in other factors that might be expected to influence wages. Most of the work has been done on the United States, where levels of unionization are so modest that it is relatively easy to find comparable nonunion workers.

Because the studies of union–nonunion wage differences have used various data sets and statistical methodologies, there is no single estimate of the gap upon which all researchers agree. Enough work has been done on the topic, however, for certain patterns to emerge.

1. The union relative wage advantage in the United States appears to fall into the range of 10 percent to 20 percent,\(^{38}\) that is, our best estimate is that American union workers receive wages that are some 10 percent to 20 percent higher than those of comparable nonunion workers.\(^{39}\)

2. The private sector union wage advantage in the United States is larger than that in the public sector. For example, one study that used the same data and the same statistical methodology for both sectors estimated that the private sector wage gap was in the 18 percent to 20 percent range from 2000 to 2009, while in the public sector over the same period, it was in the 8 percent to 12 percent range.\(^{40}\)

3. The union relative wage advantage in the United States is larger than it is in most other countries for which comparable estimates are available. For example, one study found the following union–nonunion wage gaps during the late 1990s: United States, 18 percent; Australia, 12 percent; United Kingdom, 10 percent; Canada, 8 percent; Germany, 4 percent; and France, 3 percent.\(^{41}\)


4. Unions everywhere tend to reduce the dispersion of earnings among workers, especially men. They raise the wages of less-skilled workers relative to higher-skilled workers within the union sector, thereby reducing the payoff to human-capital investments. They standardize wages within and across firms in the same industry, and they reduce the earnings gaps between production and office workers. They also reduce the wage gap between white and black workers in the United States.

5. The union relative wage advantage in the United States, at least in recent decades, has tended to grow larger during recessionary periods. While evidence prior to the 1980s is mixed, the wage changes of union members have been less sensitive to business conditions than the wages of nonunion workers in recent years.

6. Although the findings do not yet fit a pattern, researchers have attempted to discover whether greater levels of unionization tend to increase or decrease wages in the nonunion sector. These studies have tried to see whether the spillover or the threat effect dominates among nonunion employers. The evidence so far is ambiguous. One study found, for example, that threat effects dominated within cities (that is, in more highly unionized cities, the wages of nonunion workers were higher). It also found, however, that the spillover effect dominated within industries (in more highly unionized industries, nonunion wages tended to be lower). These contradictory results mirror those of earlier studies.

Evidence of Union Total Compensation Effects

Estimates of the extent to which the wages of union workers exceed the wages of otherwise comparable nonunion workers may prove misleading for two reasons. First, such estimates ignore the fact that wages are only part of the compensation package. It has often been argued that employee benefits, such as paid holidays, vacation pay, sick leave, and retirement benefits, will be higher in firms that are unionized than in nonunion firms. The argument states that because tastes for the various benefits differ across individuals and because there is no easy way to
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communicate the preferences of the average employee to the employer in a nonunion firm, nonunion firms tend to pay a higher fraction of total compensation in the form of money wages. Empirical evidence tends to support this contention; employee benefits and the share of compensation that goes to benefits do appear to be higher in union than in nonunion firms. Furthermore, studies also suggest that unionization increases the probability that workers apply for employer-financed government benefits for which they are eligible. Ignoring benefits may therefore underestimate the true union–nonunion total compensation differential.

Second, ignoring conditions of employment may cause one to overstate the effect of unions on their members’ overall welfare levels compared with those of nonunion workers. For example, studies have shown that for blue-collar workers, unionized firms tend to have more-structured work settings, more-hazardous jobs, less-flexible hours of work, faster work paces, lower worker job satisfaction, and less employee control over the assignment of overtime hours than do nonunion firms. This situation may arise because production settings that call for more interdependence among workers and the need for rigid work requirements by employers also give rise to unions. While unions often strive to affect these working conditions, they do not always succeed. Part of the estimated union–nonunion earnings differential thus may be a premium paid to union workers to compensate them for these unfavorable working conditions. One study estimates that two-fifths of the estimated union–nonunion earnings differential reflects such compensation, suggesting that the observed earnings differential may overstate the true differential in overall levels of worker well-being.

**The Effects of Unions on Employment**

If unions raise the wages and employee benefits of their members, and if they impose constraints on managerial prerogatives, economic theory suggests their presence will have a negative effect on employment. In recent years, several studies have investigated this theoretical prediction, and the results suggest that
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48 Duncan and Stafford, “Do Union Members Receive Compensating Wage Differentials?”
unions do reduce employment growth. A study of plants in California during the late 1970s, for example, estimated that employment grew some 2 to 4 percentage points more slowly per year in union than in nonunion firms; in fact, the growth rates were so different that about 60 percent of the decline in California’s unionization rate was attributed to slower employment growth in union jobs.49 Other studies have found similar employment effects for the United States as a whole as well as for Australia, Canada, and the United Kingdom.50 Finally, even when employment is not much changed in the face of unionization, the total yearly hours of work might still fall.51

The Effects of Unions on Productivity and Profits

There are two views on how unions affect labor productivity (output per worker). One is that unions increase worker productivity, given the firm’s level of capital, by providing a “voice” mechanism through which workers’ suggestions and preferences can be communicated to management.52 With a direct means for expressing their ideas or concerns, workers may have enhanced motivation levels and be less likely to quit. With lower quit rates, firms have more incentives to invest in training, which should also raise worker productivity.

The other view on how unions affect worker productivity stresses the limits they place on managerial prerogatives, especially with respect to using cost-minimizing levels of the labor input. We argued earlier that if unions care about the employment as well as the wages of their members, they will put pressure on management to agree to staffing requirements, restrictions on work out of job title,
cumbersome methods through which the disciplining of nonproductive workers must take place, and other policies that increase labor costs per unit of output.

Empirical analyses of union productivity effects have yielded conflicting results. The effects of unions on workers’ output apparently depend very much on the quality of the relationship between labor and management in each particular collective bargaining setting. In fact, one study found that unionized firms with human-resource practices that combined joint labor-management decision-making with output-based pay had higher productivity than similar nonunion firms; unionized firms without such practices had lower productivity than comparable nonunion employers.53

When unions raise wages but do not raise worker productivity, then we might expect them to reduce firms’ profits. Some studies directly analyze unionization and profit levels, holding other things constant; these rather consistently estimate that profits in unionized firms are lower, both in the United States and in the United Kingdom.54 Another way of studying unions’ effects on profits, however, is to make use of evidence that the stock market quickly and accurately reflects changes in a firm’s profitability. The stock-price studies that have been done to date also find evidence consistent with the hypothesis that unionization reduces the profitability of employers.55 Example 13.3 considers the effects of right-to-work legislation on expected profits, as reflected in stock prices.

**Normative Analyses of Unions**

We have seen throughout this text that economic theory can be used in both its positive and its normative modes. The analyses of union effects in this section so far have been of a positive nature, in that we have summarized both theory and evidence on how unions affect various labor market outcomes. We now turn to a normative question that often underlies discussions of unions and the government policies that affect them: do unions enhance or reduce social welfare? As one might expect, opinions differ.

---


EXAMPLE 13.3

Do Right-to-Work Laws Matter?

Many observers argue that state right-to-work laws are mostly symbolic. These observers contend that such laws are passed in states where workers are less attracted to unions anyway and thus that they merely reflect—rather than cause—union weakness in those states. Others believe that the laws do affect union power, reducing the probability of organizing, shrinking membership in previously organized units, and tipping the bargaining scales in favor of employers.

A recent study distinguished between these two interpretations by examining how investors responded when right-to-work laws were passed in Louisiana (1976) and Idaho (1985–1986). The study matched firms in both states to similar firms operating elsewhere and compared movements in their stock prices. An investor’s valuation of a company’s stock depends on expectations about the company’s future profits. Thus, if the passage of a right-to-work law is expected to increase profits of a firm operating in the state, investors will bid up the price for which a share of the firm sells in the stock market. If the law is purely symbolic, investors won’t expect any change in profits and stock prices won’t change.

The study found that as news favorable to the passage of these right-to-work bills came out of the states’ legislatures, courts, and governors’ offices, stock prices of in-state companies rose. The cumulative effect of passing these laws was to increase the stock market value of Louisiana firms by 2.2 percent to 4.5 percent and Idaho firms by 2.4 percent to 9.5 percent. While right-to-work laws may have some symbolic value, investors—who must put their money on the line—have concluded that right-to-work laws are good for firms and boost their expected profits.


Potential Reductions in Social Welfare  We saw in chapter 1 that the role of any market, including the labor market, is to facilitate mutually beneficial transactions by providing a mechanism for voluntary exchange. The ultimate goal of this exchange is to arrive at an allocation of goods and services that generates as much utility as possible, given a society’s resources, for the individuals in that society. If a market has facilitated all such transactions, then it can be said to have arrived at a point of Pareto efficiency. A requirement for the existence of Pareto efficiency is that all productive resources, including labor, be used in a way that generates maximum utility for society (this includes the utility of the workers as well as that of the consumers who purchase the goods or services they produce).

Arguments that unions reduce social welfare generally stem from the proposition that they represent the interests of only their members, not of others.56 One argument points to the production lost (the labor resources wasted) when workers go on strike. A second argument is similar: when labor and management agree

to restrictive work rules (as noted in our discussion of the efficient-contracts model), the use of excess workers in the production process creates wastage—and therefore social loss—in the use of labor. A third argument is more subtle, however.

Simple reasoning suggests that for Pareto efficiency to be achieved, resources that have the same potential productivity must have the same actual productivity. Consider, for example, a group of workers who are equally skilled, experienced, and motivated. If some of these workers are in jobs that produce $15 worth of goods or services per hour, while others in the group are in jobs that produce only $10, the value of society’s output could be enhanced by the voluntary movement of members from the latter subset of jobs into the higher-productivity jobs. Reducing the number of workers in the $10 jobs would serve to raise the marginal productivity of those who remain in those jobs, while increasing the number of workers in the $15 jobs would put downward pressure on the wage (and marginal productivity) in that sector. As long as the marginal productivities of workers in the skill group continue to differ, however, the value of society’s output could be increased still further by having members of the lower-paid subset move into the higher-paying jobs. Only when the marginal productivities are equal, and all Pareto-improving moves by workers have been completed, can it be said that Pareto efficiency is achieved.

The third argument that unions reduce social welfare, then, rests on two propositions. The first is that unions create wage (and therefore productivity) differentials among equivalent workers by raising wages in the union sector above those in the nonunion sector. The second proposition is that the higher and inflexible union wage reduces employment in the high-paid sector and prevents workers in lower-paying jobs from moving into the higher-productivity sector, with the result that society’s output is lower than it would be otherwise. Some economists have attempted to estimate these losses, and their estimates have generally been small—in the range of 0.2 percent to 0.4 percent of national output.57

**Potential Increases in Social Welfare** Arguments that unions reduce social welfare lose some of their force if, in the absence of unions, labor or product markets are not as competitive as assumed by standard economic theory. Suppose, for example, that the cost of mobility is so great that workers do not freely move to preferable jobs. Compensating wage differentials may fail to correctly guide the allocation of workers across jobs that have varying levels of unpleasant (or pleasant) characteristics. If so, too many workers may end up in dangerous or otherwise unpleasant jobs, which they would gladly leave (even for a lower-paying one) if they had the chance.

With respect to working conditions, there are two general means by which employer behavior can be influenced. The mechanism relied upon by the market,

---

EMPIRICAL STUDY

What is the Gap Between Union and Nonunion Pay?
The Importance of Replication in Producing Credible Estimates

The question of whether unions raise the wages of their members relative to the wages of nonunion workers has been of enduring interest to labor economists ever since the 1940s. There have been hundreds of studies on this topic, using a variety of data sources and statistical techniques, and these studies (at least those up through the early 1980s) were scrutinized and compared by H. Gregg Lewis, whom many regard as the father of modern labor economics. Lewis produced two books, some 20 years apart, on the subject of union–nonunion wage differentials—and his painstaking concern with methodological details of the research projects he synthesized serves as a standard to be emulated among empirically oriented social scientists.

Lewis spent most of his career at the University of Chicago, where he was a significant advisor to almost 90 doctoral students and a teacher to many more—many of whom went on to become leaders in the field of labor economics. Lewis published very few books or articles, however, because his insistence on checking and cross-checking data, replicating results of prior studies, looking for biases in estimating equations, and reconciling results with prior estimates ruled out quick publication. His first book on union–nonunion wage differentials, published in 1963, was an exhaustive survey of 20 earlier studies on the subject. This survey involved detailed checks for transcription or arithmetic errors in the data analyzed, the replication of estimates to make sure that the results were accurately reported, and his reestimation of results when he believed the original estimates were faulty or when newer data had been made available. The result of this work was his conclusion that in 1957–1958, union wages exceeded nonunion wages by 10 percent to 15 percent, assuming other factors affecting wages were held constant.

Lewis published his second book on the topic in 1986. This book analyzed the findings of some 200 studies that had been done in the preceding two decades, during which the advent of the computer and large data sets allowed more sophisticated analyses of union–nonunion wage differentials in various industries and regions and among different demographic groups. These studies used regression analysis to determine whether those in unions received higher wages, holding other productive characteristics constant. Lewis was concerned about biases in the estimates of the union differential if union membership is not randomly determined (the issue of selection bias or unobserved heterogeneity), if important variables were either omitted (the omitted
with its individual transactions, is one of exit and entry. If a worker is unhappy with certain conditions of employment, he or she is free to leave; if enough workers do so, the employer will be forced to alter the offending condition or else increase wages enough to induce the workers it has to remain. An alternative to the exit mechanism is the mechanism of voice: workers can vocalize their concerns and hope that the employer will respond.

The voicing of requests by individuals is potentially very costly. First, many workplace conditions (such as lighting, scheduling, safety precautions) are examples of “public goods” within the plant. All workers are benefited by any improvements, whether or not they contributed to the campaign to secure them. Therefore, the possibility of free riders inhibits individuals (acting alone) from bearing the costs of a campaign to change workplace conditions. Second, because

\textit{variables problem}) from the estimating equation or mismeasured (the \textit{errors in variables} problem), and if certain groups of people were excluded from the samples. He devoted whole chapters to investigations and estimates of these biases.

In analyzing the estimates of overall union pay differentials within the United States, Lewis sought in his second book to reconcile the different estimates of some 117 studies. He adjusted each estimate for the biases his analyses found that were introduced by such factors as nonrandom data sampling; the omission of nonmanufacturing workers, minorities, or young employees from the sample; the failure to control for industry or occupation in the regression equation; and the omission of employee benefits from the pay variable. His painstaking analyses resulted in the conclusion that, on average, union workers received roughly 15 percent higher pay than otherwise equivalent nonunion workers in the 1967–1979 period. While this result was remarkably consistent with his earlier conclusions, Lewis was careful to point out that he regarded his 15 percent estimate as an upper-bound approximation of the true wage differential.

One prominent labor economist characterized the legacy of H. Gregg Lewis in this way: “Lewis influenced the way a generation of labor economists did empirical work. He was a conscience against the quick and dirty and shoddy…. [His books] never lose sight that the goal of social science is to measure purported effects of economic institutions or changes in markets nor of the limitations nonexperimental data place on meeting the goal.”


the employer may respond to complaints by firing “troublemakers,” an individual worker who uses the voice mechanism without some form of job protection must be prepared to suffer the costs of exit.

Those who hold the view that unions improve social welfare argue that in the face of high mobility costs, unions offer workers the mechanism of collective voice in the establishment of their working conditions. They solve the free-rider problem and relieve their members of the risks and burdens associated with individual voice. Furthermore, collective bargaining agreements almost always establish a grievance procedure through which certain employee complaints can be formally addressed by a neutral third party. In short, unions provide mechanisms of collective voice that substitute for an expensive-to-use exit mechanism in the determination of the workplace conditions that affect workers’ utility. They therefore promote Pareto-improving transactions that otherwise would not have been induced because of the high costs of employee mobility.

Other arguments that unions enhance (or at least do not reduce) social welfare also rest on market conditions that call into question key assumptions underlying the standard economic model of employer behavior. For example, one possibility (mentioned earlier in this chapter) is that unionized employers have substantial monopoly power in their product markets, which yields them excess profits. If the efficient-contracts model of bargaining holds, and if the associated contract curve is vertical, then employment remains equal to its preunionization level, and the union and the employer end up simply splitting the employer’s excess profits. Income is transferred from owners to workers, but because total output is unaffected, there would be no social losses associated with higher union wages.

Another argument is that employers are not as knowledgeable about how to maximize profits as standard economic theory assumes. Because management finds it costly to search for better (or less costly) ways to produce, so the argument goes, we cannot be sure that it will always use labor in the most productive ways possible. (Clearly, this argument rests on the implicit assumption that entry into the product market is difficult enough that inefficient producers are not necessarily punished by competitive forces.) When unions organize and raise the wages of their members, firms may be shocked into the search for better ways to produce. Moreover, by establishing formal channels of communication between workers and management, unionization at least potentially provides a mechanism through which employers and employees can more effectively communicate about workplace processes.58

58 For a fuller development of this argument, see Freeman and Medoff, What Do Unions Do? 15.
Review Questions

1. Suppose that a proposal for tax reductions associated with the purchase of capital equipment is up for debate. Suppose, too, that union leaders are called upon to comment on the proposal from the perspective of how it will affect the welfare of their members as workers (not consumers). Will they all agree on the effects of the proposal? Explain your answer.

2. Some collective bargaining agreements contain “union standards” clauses that prohibit the employer from farming out work normally done in the plant to other firms that pay less than the union wage.
   a. What is the union’s rationale for seeking a union standards clause?
   b. Under what conditions will a union standards clause most likely be sought by a labor union?

3. The Jones Act mandates that at least 50 percent of all U.S. government-financed cargo must be transported in U.S.-owned ships and that any U.S. ship leaving a U.S. port must have at least 90 percent of its crew composed of U.S. citizens. What would you expect the impact of this act to be on the demand for labor in the shipping industry and the ability of unions to push up the wages of U.S. seafarers?

4. It has been observed that unions in the capital-intensive steel industry were able to negotiate higher-than-average wage increases during the very period in which steel output in the United States was declining. Using economic theory, how can this pattern be explained?

5. In Germany, temporary layoffs and dismissals on short notice are often illegal. A dismissal is illegal if it is “socially unjustified,” and it is considered “socially unjustified” if the worker could be employed in a different position or establishment of the firm, even one requiring retraining. Workers illegally dismissed may sue their employers. What are the likely consequences of this German law for the ability of German unions to raise wages?

6. American unions often try to win public support for boycotting goods made in less-developed countries by workers who work very long hours at low pay in unhealthy conditions.
   a. If successful, will these efforts unambiguously help the targeted foreign workers receive better pay? Explain fully.
   b. Will these efforts unambiguously help the union’s American workers? Explain fully.

7. A publication of the AFL-CIO stated, “There is accumulating evidence that unionized workers are more productive than nonunion workers and that unionization raises productivity in an establishment. This suggests that employers and American society generally should take a much more positive approach to unionism and collective bargaining.” Comment on this quotation.

8. A certain country has very centralized collective bargaining, under which wage bargains are applied nationally. This country is thinking about adopting a bargaining structure that is more decentralized so that wage bargains will be made at the individual plant or firm level. How would you expect decentralization to affect wages and employment? Explain your answer.
1. Suppose that the employer concession schedule is \( W = 1 + 0.02S \) and the union resistance curve is \( W = 5 + 0.02S - 0.01S^2 \), where \( W \) = the percentage wage increase and \( S \) = the expected strike length in days. Using Hicks’ simplest model, determine the length of the strike and the percentage wage increase.

2. The Brain Surgeons’ Brotherhood faces an own-wage elasticity of demand for their labor that equals \(-0.1\). The Dog Catchers’ International faces an own-wage elasticity of demand for their labor that equals \(-3.0\). Suppose that leaders in both unions push for a 20 percent wage increase but have no power to set employment levels directly. Why might members of the Dog Catchers’ International be more wary of the targeted wage increase?

3. Suppose that unionized workers in the retail sales industry earn $10 per hour and that nonunionized workers in the industry earn $8 per hour. What can be said about the relative wage advantage of unionized workers and the absolute effect of the union on its members’ real wage?

4. The following table gives the demand for labor at two different firms.

<table>
<thead>
<tr>
<th>Wage Rate ($)</th>
<th>Demand (Firm ABC)</th>
<th>Demand (Firm XYZ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>24</td>
<td>28</td>
</tr>
<tr>
<td>4</td>
<td>23</td>
<td>26</td>
</tr>
<tr>
<td>5</td>
<td>22</td>
<td>24</td>
</tr>
<tr>
<td>6</td>
<td>21</td>
<td>22</td>
</tr>
<tr>
<td>7</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>8</td>
<td>19</td>
<td>18</td>
</tr>
<tr>
<td>9</td>
<td>18</td>
<td>16</td>
</tr>
<tr>
<td>10</td>
<td>17</td>
<td>14</td>
</tr>
</tbody>
</table>

The current wage rate in both firms is $7 per hour. A union would like to organize employees in one of the firms and bargain to raise the wage rate to $8 per hour. Calculate the wage elasticity of demand for each firm if the wage rate were increased from $7 per hour to $8 per hour. Which firm would the union be more interested in organizing? Why?

5. The following table gives the demand for labor at a chocolate factory. The factory is unionized, and the union is negotiating to raise the wage rate for its members from $7 per hour to $8 per hour. At the same time, more people are realizing how delicious the chocolate products produced at the factory are, resulting in an increase in the demand for the chocolate. The labor demand after the increase in the demand for the company’s product is shown in column 3.

<table>
<thead>
<tr>
<th>Wage Rate ($)</th>
<th>Labor Demand (Original)</th>
<th>Labor Demand (New)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>38</td>
<td>42</td>
</tr>
<tr>
<td>4</td>
<td>35</td>
<td>39</td>
</tr>
<tr>
<td>5</td>
<td>32</td>
<td>36</td>
</tr>
<tr>
<td>6</td>
<td>29</td>
<td>33</td>
</tr>
<tr>
<td>7</td>
<td>26</td>
<td>30</td>
</tr>
<tr>
<td>8</td>
<td>23</td>
<td>27</td>
</tr>
<tr>
<td>9</td>
<td>20</td>
<td>24</td>
</tr>
<tr>
<td>10</td>
<td>17</td>
<td>21</td>
</tr>
</tbody>
</table>

A company official announces, “This wage increase will cost jobs in this factory!” In response, a union leader asserts, “What the company official said is incorrect; not a single union member will lose his or her job if the wage goes to $8.” Who is correct? Justify your answer.
6. There are two sectors of the construction industry that currently pay their employees the market-clearing wage. The demand for labor in each sector is \( MRPL = 12 - L \), where \( L \) = the number (in thousands) of workers. The supply of labor in each sector is \( L = W - 2 \), where \( W \) = the wage rate (dollars per hour).

A union organizes in one of the sectors, and it restricts supply to that sector by insisting that only those in the union are hired by firms in that sector (and it is difficult to get into the union). When the employees in this sector unionize, the supply of labor in that sector changes to \( L = W - 4 \).

a. What is the wage rate in both sectors before unionization? How many employees will be hired in each sector?

b. What is the wage rate in the unionized sector? How many employees will be hired in the unionized sector?

c. If the unemployed workers in the newly unionized sector spill over into the nonunion sector, what will be the wage rate in the nonunion sector? How many employees will be hired in that sector?

d. What is the union relative wage advantage? What is the true absolute effect?

7. Suppose the employees in the nonunionized sector in Problem #6 want a union to represent them as well. In an attempt to discourage a union from forming in this sector, the employers in that sector offer a wage rate of $7.50. How many nonunion workers will be hired? What is the union relative wage advantage?

---

**Selected Readings**


Appendix 13A

Arbitration and the Bargaining Contract Zone

What incentive do the parties to collective bargaining negotiations have to settle their negotiations on their own rather than go to arbitration and have an outside party impose a settlement? The answer may well be that the uncertainty about an arbitrator’s likely decision imposes costs on both parties that give them an incentive to come to an agreement on their own. This appendix provides a simple model that illustrates this proposition; it highlights the roles of both uncertainty about an arbitrator’s likely decision and the parties’ attitudes toward risk in determining whether a negotiation will wind up in arbitration.¹

Consider a simple two-party bargaining problem in which the parties, A and B, are negotiating over how to split a “pie” of fixed size. Each party’s utility function depends only on the share of the pie that it receives. Figure 13A.1 plots the utility function for party A. When A’s share of the pie is zero, A’s utility ($U_A$) is assumed to be zero, and as A’s share ($S_A$) increases, A’s utility increases. Crucially, this utility function is also assumed to exhibit the property of diminishing marginal utility; equal increments in $S_A$ lead to progressively smaller increments in $U_A$. As we shall show later, this is equivalent to assuming that the party is risk averse, which means that the party would prefer the certainty of having a given share of the pie to an uncertain outcome that, on average, would yield the same share.²

¹The discussion here is a simplified version of some of the material found in Henry S. Farber and Harry C. Katz, “Interest Arbitration, Outcomes, and the Incentive to Bargain,” Industrial and Labor Relations Review 33 (October 1979): 55–63.
²Refer to Appendix 8A, especially footnote 4, for an introduction to this use of cardinal utility functions.
Now, suppose party A believes that, on average, the arbitrator would award it one-half of the pie if the negotiations went to arbitration. If it knew with certainty that the arbitrator would do this, party A’s utility from going to arbitration would be $U_A(1/2)$, at point $a$ in Figure 13A.1. Suppose, however, that party A is uncertain about the arbitrator’s decision and instead believes the arbitrator will assign it one-quarter of the pie with probability one-half, or three-quarters of the pie also with probability one-half. Utility in these two states is given by $U_A(1/4)$, point $b$, and $U_A(3/4)$, point $c$, respectively. Although, on average, party A expects to be awarded one-half of the pie, its average or expected utility in this case is $0.5U_A(1/4) + 0.5U_A(3/4)$, which, as Figure 13A.1 indicates (see point $d$), is less than $U_A(1/2)$. This reflects the fact that party A is risk averse, preferring a certain outcome (point $a$) to an uncertain outcome (point $d$) that yields the same expected share.

Note that if party A were awarded the share $S_A^0$ with certainty, it would receive the same utility level it receives under the uncertain situation, where it expects, with equal probability, the arbitrator to award it either one-quarter or three-quarters of the pie. Indeed, it would prefer any certain share above $S_A^0$ to bearing the cost of the uncertainty associated with having to face the arbitrator’s decision. The set of contracts it potentially would voluntarily agree to, then, is the set $S_A$, such that

$$S_A^0 \leq S_A \leq 1; S_A^0 < 1/2$$

(13A.1)

Suppose party B is similarly risk averse and has identical expectations about what the arbitrator’s decision will look like. It should be obvious, using the same
logic as earlier, that the set of contracts, $S_{B*}$, that party B would potentially voluntarily agree to is given by a similar expression:

$$S_B^0 \leq S_B \leq 1; S_B^0 < 1/2$$ (13A.2)

Now, any share that party B voluntarily agrees to receive implies that what B is willing to give party A is 1 minus that share. Since the minimum share B would agree to receive, $S_B^0$, is less than one-half, it follows that the maximum share B would voluntarily agree to give A in negotiations, $S_A^*$ (which equals $1 - S_B^0$), is greater than one-half. Party B would potentially be willing to voluntarily agree to any settlement that gives party A a share of less than $S_A^*$.

Referring to Figure 13A.1, observe that party A would be willing to voluntarily agree to contracts that offer it at least $S_A$, while party B would be willing to agree to contracts that give party A $S_A^*$ or less. Hence, the set of contracts that both parties would find preferable to going to arbitration (and thus potentially would voluntarily agree to) is given by all the shares for A ($S_A$) that lie between these two extremes:

$$S_A^0 \leq S_A \leq S_A^*$$ (13A.3)

This set of potential voluntary solutions to the bargaining problem is indicated by the bold-line segment on the horizontal axis of Figure 13A.1 and is called the contract zone. As long as both parties are risk averse and are uncertain what the arbitrator will do, a contract zone will exist.

The extent of the parties’ uncertainty about the arbitrator’s decision and the extent of their risk aversion are important determinants of the size of the contract zone. To see this, first suppose that party A continues to expect that, on average, the arbitrator will assign it one-half of the pie but now believes that this will occur by receiving shares of one-eighth and seven-eighths with equal probability. Figure 13A.2 indicates its utility in each of these states (points e and f) and shows that while its expected share is still one-half, the greater uncertainty—or “spread” of possible outcomes—has led to a reduction in its expected utility (compare points d and g). Indeed, party A would now be as happy to receive the share $S_A^1$ with certainty as it would to face the risks associated with going to arbitration. Since $S_A^1$ is less than $S_A$, the size of the contract zone has increased. Hence, increased uncertainty about the arbitrator’s decision leads to a larger contract zone.

Next, consider Figure 13A.3, where we have drawn a utility function for a risk-neutral party. A risk-neutral party has a linear utility function because its utility depends only on its expected share, not the uncertainty associated with the outcome. So, for example, in Figure 13A.3, party A gets the same utility from having a share of one-half with certainty as it does from facing an arbitrated outcome in which there is equal probability that the arbitrator will award it either a share of one-quarter or a share of three-quarters. As a result, faced with the possibility of going to arbitration, there is no share less than one-half that party A would voluntarily agree to settle for prior to arbitration. If party B had similar expectations about the arbitrator’s behavior and was similarly risk neutral, it would also refuse to settle for any share of less than
one-half, which on average is what it expects to win from the arbitrator. Hence, the contract zone would reduce to one point—the point where both parties receive a share of one-half. The only voluntary agreement the parties will reach is what they expect to receive on average if they go to arbitration. (This illustrates how the arbitration process itself may influence the nature of negotiated settlements.)
More generally, one can show that as a party’s risk aversion increases (the utility function becomes more curved), the size of the contract zone will increase. Hence, increases in either the parties’ risk aversion or their uncertainty about the arbitrator’s decision will increase the size of the contract zone.

Larger contract zones mean that there are more potential settlements that both parties would prefer to an arbitrated settlement, and some people have argued that this increased menu of choices increases the probability that the parties would settle on their own prior to going to arbitration. An immediate implication of this argument is that if one believes it is preferable for the parties to settle on their own, the arbitration system should be structured so that the arbitrator’s behavior does not become completely predictable. As we discussed in the text, however, others argue that a smaller contract zone implies the parties have less to argue about and that, therefore, smaller zones lead to more rapid voluntary settlements.

---

3Farber and Katz, “Interest Arbitration, Outcomes, and the Incentive to Bargain.”
With the dramatic rise in unemployment after 2007 has come a renewed interest in understanding both the measurement and—more importantly—the causes of unemployment. As noted in chapter 2, the population can be divided into those people who are in the labor force \((L)\) and those who are not \((N)\). The labor force consists of those people who are employed \((E)\) and those who are unemployed but would like to be employed \((U)\). The concept of unemployment is somewhat ambiguous, since, in theory, virtually anyone would be willing to be employed in return for a generous enough compensation package. Economists tend to resolve this dilemma by defining unemployment in terms of an individual’s willingness to be employed at some prevailing market wage. Government statistics take a more pragmatic approach, defining the unemployed as those who are on temporary layoff waiting to be recalled by their previous employer or those without a job who have actively searched for work in the previous month (of course, “actively” is not precisely defined).

Given these definitions, the unemployment rate \((u)\) is measured as the ratio of the number of the unemployed to the number in the labor force:

\[
u = \frac{U}{L}
\]

Much attention is focused on how the national unemployment rate varies over time and how unemployment rates vary across geographic areas and age/race/gender/ethnic groups.
It is important, however, to understand the limitations of unemployment rate data. They do reflect the proportion of a group that, at a point in time, actively want to work but are not employed. For a number of reasons, however, they do not necessarily provide an accurate reflection of the economic hardship that members of a group are suffering. First, individuals who are not actively searching for work, including those who searched unsuccessfully and then gave up, are not counted among the unemployed (see chapter 7). Second, unemployment statistics tell us nothing about the earnings levels of those who are employed, including whether these exceed the poverty level. Third, in most years, a substantial fraction of the unemployed come from families in which other earners are present—for example, many unemployed are teenagers—and the unemployed often are not the primary source of their family’s support. Fourth, a substantial fraction of the unemployed receive some income support while they are unemployed, in the form of either government unemployment compensation payments or private supplementary unemployment benefits.

Finally, while unemployment rate data give us information on the fraction of the labor force that is not working, they tell us little about the fraction of the population that is employed. Table 14.1 contains U.S. data on the aggregate unemployment rate, the labor force participation rate, and the employment rate—the last being defined as employment divided by the adult population—for 2000 and 2009, as well as for two pairs of earlier years over which roughly equal changes in the unemployment rate were experienced. From 1948 to 1958, for example, the unemployment rate rose from 3.8 percent to 6.8 percent and the employment rate fell from 56.6 percent to 55.4 percent. In contrast, from 1968 to 1991, the unemployment rate rose by a similar magnitude, but the employment rate rose substantially!

### Table 14.1

<table>
<thead>
<tr>
<th>Year</th>
<th>Labor Force Unemployment Rate (UIL)</th>
<th>Participation Rate (L/POP)</th>
<th>Employment Rate (E/POP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1948</td>
<td>3.8</td>
<td>58.8</td>
<td>56.6</td>
</tr>
<tr>
<td>1958</td>
<td>6.8</td>
<td>59.5</td>
<td>55.4</td>
</tr>
<tr>
<td>1968</td>
<td>3.6</td>
<td>59.6</td>
<td>57.5</td>
</tr>
<tr>
<td>1991</td>
<td>6.8</td>
<td>66.2</td>
<td>61.7</td>
</tr>
<tr>
<td>2000</td>
<td>4.0</td>
<td>67.1</td>
<td>64.4</td>
</tr>
<tr>
<td>2009</td>
<td>9.3</td>
<td>65.4</td>
<td>59.3</td>
</tr>
</tbody>
</table>

*U* = the number of people unemployed  
*L* = the number of people in the labor force  
*E* = the number of people employed  
*POP* = the total population over age 16  

*Sources: U.S. Department of Labor, Employment and Earnings 48 (January 2001), Table 1; U.S. Department of Labor, Employment and Earnings 57 (January 2010), Table A-1.*
The reason for the opposite correlations between the unemployment and the employment rates for these two periods is that in the earlier period, labor force participation grew only slowly, while in the latter period, it was growing very rapidly. In contrast, the very high unemployment rate in 2009 was accompanied by declines in both the employment rate and the labor force participation rate (the latter decline is evidence of the “discouraged-worker” effect discussed in chapter 7). Nonetheless, the unemployment rate remains a useful indicator of labor market conditions. This chapter will be concerned with the causes of unemployment and with how various government policies affect, in an either intended or unintended manner, the level of unemployment.

A Stock-Flow Model of the Labor Market

We begin with a simple conceptual model of a labor market that emphasizes the importance of considering the flows between labor market states (for example, the movement of people from employed to unemployed status) as well as the number of people in each labor market state (for example, the number of the unemployed). Knowledge of the determinants of these flows is crucial to any understanding of the causes of unemployment.

Data on the number of people who are employed, unemployed, and not in the labor force are provided each month from the national Current Population Survey (CPS). As Figure 14.1 indicates, in the average month during the 1996–2003 period, there were 122 million employed, 6.2 million unemployed, and 59.3 million between the ages of 16 and 64 who were not in the labor force. The impression we

Source: Steven J. Davis, R. Jason Faberman, and John Haltiwanger, “The Flow Approach to Labor Markets: New Data Sources and Micro-Macro Links,” Journal of Economic Perspectives 20 (Summer 2006), Figure 1. Data are for people between the ages of 16 and 64.
get when tracing these data over short periods of time is that of relative stability; for example, it is highly unusual for the unemployment rate to change by more than a few tenths of a percentage point from one month to the next.

Taking month-to-month snapshots of the number of people who are employed, unemployed, or out of the labor market misses a considerable amount of movement into and out of these categories during the month. Figure 14.1 contains data on the flows of workers between the various categories during the average month in the 1996–2003 period. In the typical month, approximately 1.8 million of the unemployed found employment (the flow denoted by $UE$ in Figure 14.1) and 1.4 million of the unemployed dropped out of the labor force (the flow denoted by $UN$). These numbers represent the proportions $0.290 (P_{ue})$ and $0.226 (P_{un})$ of the stock of unemployed, respectively; thus, we can conclude that approximately half of the individuals who were unemployed at the beginning of a typical month left unemployment by the next month. These individuals were replaced in the pool of unemployed by flows of individuals into unemployment from the stocks of employed individuals (the flow $EU$) and those not in the labor force (the flow $NU$).1 The flow $EU$ consists of individuals who voluntarily left or involuntarily lost their last job, while the flow $NU$ consists of people entering the labor force. The fact that the flows out of unemployment were greater than the flows into unemployment means that during this period, the unemployment rate was—on average—falling.

**Sources of Unemployment**

When we think of the unemployed, the image of an individual laid off from his or her previous job often springs to mind. However, the view that such individuals constitute all the unemployed is incorrect. Table 14.2 provides some data that bear on this point for years between 1970 and 2009, during which the unemployment rate varied considerably. In the typical year, roughly half of the unemployed were job losers—although the fraction of job losers was highest in the years of very high unemployment (reaching almost two-thirds in 2009).

In each year except 2009, more than one-third of the unemployed came from out-of-labor-force status—that is, they were individuals who were either entering the labor force for the first time (new entrants) or individuals who had some previous employment experience and were reentering the labor force after a period of time out of the labor force (reentrants). Some of these reentrants, of course, will be job losers who dropped out of the labor force for a time. Finally, although the vast

---

1From the perspective of actual measurement, those who are classified as “unemployed” are distinguished from those considered “out of the labor force” only by self-reported information on job search. Thus, the empirical distinction between the two categories as well as errors in recording movements between them have attracted the attention of researchers. For an analysis of the former issue, see Füsun Gönsül, “New Evidence on Whether Unemployment and Out of the Labor Force Are Distinct States,” *Journal of Human Resources* 27 (Spring 1992): 329–361. On the latter topic, see Paul Flaim and Carma Hogue, “Measuring Labor Force Flows: A Special Conference Examines the Problems,” *Monthly Labor Review* (July 1985): 7–15.
Table 14.2

Sources of Unemployment, United States, Various Years

<table>
<thead>
<tr>
<th>Year</th>
<th>Unemployment Rate</th>
<th>Job Losers</th>
<th>Job Leavers</th>
<th>Reentrants</th>
<th>New Entrants</th>
</tr>
</thead>
<tbody>
<tr>
<td>1970</td>
<td>4.9</td>
<td>44.3</td>
<td>13.4</td>
<td>30.0</td>
<td>12.3</td>
</tr>
<tr>
<td>1974</td>
<td>5.6</td>
<td>43.5</td>
<td>14.9</td>
<td>28.4</td>
<td>13.2</td>
</tr>
<tr>
<td>1978</td>
<td>6.1</td>
<td>41.6</td>
<td>14.1</td>
<td>30.0</td>
<td>14.3</td>
</tr>
<tr>
<td>1982</td>
<td>9.7</td>
<td>58.7</td>
<td>7.9</td>
<td>22.3</td>
<td>11.1</td>
</tr>
<tr>
<td>1986</td>
<td>6.9</td>
<td>48.9</td>
<td>12.3</td>
<td>26.2</td>
<td>12.5</td>
</tr>
<tr>
<td>1990</td>
<td>5.5</td>
<td>48.3</td>
<td>14.8</td>
<td>27.4</td>
<td>9.5</td>
</tr>
<tr>
<td>1994</td>
<td>6.1</td>
<td>47.7</td>
<td>9.4</td>
<td>34.8</td>
<td>7.6</td>
</tr>
<tr>
<td>1998</td>
<td>4.5</td>
<td>45.5</td>
<td>11.8</td>
<td>34.3</td>
<td>8.4</td>
</tr>
<tr>
<td>2002</td>
<td>5.8</td>
<td>55.0</td>
<td>10.3</td>
<td>28.3</td>
<td>6.4</td>
</tr>
<tr>
<td>2006</td>
<td>4.6</td>
<td>47.4</td>
<td>11.8</td>
<td>32.0</td>
<td>8.8</td>
</tr>
<tr>
<td>2009</td>
<td>9.3</td>
<td>64.2</td>
<td>6.2</td>
<td>22.3</td>
<td>7.3</td>
</tr>
</tbody>
</table>


The majority of individuals who quit their jobs obtain new jobs prior to quitting and never pass through unemployment status, in most years, 10 percent to 15 percent of the unemployed were voluntary job leavers.

Among those who lose their jobs, the duration and the consequences of unemployment depend on whether the layoff is temporary or permanent. Of the 0.6 percent of American workers who were laid off in the average month during the 1990s, a bit less than half were laid off temporarily and returned relatively quickly to their jobs (usually within three to six weeks). Those who were permanently discharged—whether for cause or because of plant closure or “downsizing”—were unemployed for over twice as long. Furthermore, when they returned to work, it was typically at a much lower pay level. Unfortunately, layoffs are now less likely to be temporary than in earlier decades, reflecting the permanent adjustments required by a business environment that is increasingly competitive.

Rates of Flow Affect Unemployment Levels

Although ultimately public concern focuses on the level of unemployment, to understand the determinants of this level, we must analyze the flows of individuals between the various labor market states. A group’s unemployment rate might
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be high because its members have difficulty finding jobs once unemployed, because they have difficulty (for voluntary or involuntary reasons) remaining employed once a job is found or because they frequently enter and leave the labor force. The appropriate policy prescription to reduce the unemployment rate will depend on which one of these labor market flows is responsible for the high rate.

Somewhat more formally, we can show that if labor markets are roughly in balance, with the flows into and out of unemployment equal, the unemployment rate (\(u\)) for a group depends on the various labor market flows in the following manner:

\[
    u = F\left( P_{eu}, P_{ne}, P_{un}, P_{nu}, P_{eu}, P_{ue}\right)
\]  

(14.2)

In this equation, \(F\) means “a function of” and

- \(P_{eu}\) = the fraction of employed who leave the labor force
- \(P_{ne}\) = the fraction of those not in the labor force who enter the labor force and find employment
- \(P_{un}\) = the fraction of unemployed who leave the labor force
- \(P_{nu}\) = the fraction of those not in the labor force who enter the labor force and become unemployed
- \(P_{eu}\) = the fraction of employed who become unemployed
- \(P_{ue}\) = the fraction of unemployed who become employed

So, for example, if there were initially 100 employed individuals in a group and 15 of them became unemployed during a period, \(P_{eu}\) would equal 0.15.

A plus sign over a variable in equation (14.2) means that an increase in that variable will increase the unemployment rate, while a minus sign means that an increase in the variable will decrease the unemployment rate. The equation thus asserts that, other things equal, increases in the proportions of individuals who voluntarily or involuntarily leave their jobs and become unemployed (\(P_{eu}\)) or leave the labor force (\(P_{en}\)) will increase a group’s unemployment rate, as will an increase in the proportion of the group that enters the labor force without first having a job lined up (\(P_{nu}\)). Similarly, the greater the proportion of individuals who leave unemployment status, either to become employed (\(P_{ue}\)) or to leave the labor force (\(P_{un}\)), the lower a group’s unemployment rate. Finally, the greater the proportion of individuals who enter the labor force and immediately find jobs (\(P_{ne}\)), the lower a group’s unemployment rate.3

Equation (14.2) and Figure 14.1 make clear that social concern over any given level of unemployment should focus on both the incidence of unemployment (or the fraction of people in a group who become unemployed) and the duration of

3The specific functional form for equation (14.2) is found in Stephen T. Marston, “Employment Instability and High Unemployment Rates,” *Brookings Papers on Economic Activity* 1976: 1, 169–203. An intuitive understanding of why each of the results summarized in equation (14.2) holds can be obtained from the definition of the unemployment rate in equation (14.1). A movement from one labor market state to another may affect the numerator or the denominator or both. For example, an increase in \(P_{en}\) does not affect the number of unemployed individuals directly, but it does reduce the size of the labor force. According to equation (14.1), this reduction leads to an increase in the unemployment rate.
Frictional Unemployment

Suppose a competitive labor market is in equilibrium, in the sense that at the prevailing market wage, the quantity of labor demanded just equals the quantity of labor supplied. Figure 14.2 shows such a labor market, in which the demand curve is $D_0$, the supply curve is $S_0$, employment is $E_0$, and the wage rate is $W_0$. Thus far, the text has treated this equilibrium situation as one of full employment and has implied that there is no unemployment associated with it. However, this implication is not completely correct. Even in a market-equilibrium or full-employment

Figure 14.2
A Market with Full Employment Initially
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situation, there will still be some frictional unemployment, because some people will be between jobs.

As discussed in chapter 5, the labor market is characterized by frictions: information flows are imperfect, and it takes time and effort for unemployed workers and employers with job vacancies to find each other. Even if the size of the labor force is constant, in each period, there will be new entrants to the labor market searching for employment while other employed or unemployed individuals are leaving the labor force. Some people will quit their jobs to search for other employment. Moreover, random fluctuations in demand across firms will cause some firms to close or lay off workers at the same time that other firms are opening or expanding employment. Because information about the characteristics of those searching for work and the nature of the jobs opening up cannot instantly be known or evaluated, it takes time for job matches to be made between unemployed workers and potential employers. Hence, even when, in the aggregate, the demand for labor equals the supply, frictional unemployment will still exist.

The Theory of Job Search

The level of frictional unemployment in an economy is determined by the flows of individuals into and out of the labor market and the speed with which unemployed individuals find (and accept) jobs. The factors that determine this speed are captured in an analysis of the job search process, to which we now turn.

A Model of Job Search

Workers who want employment must search for job offers, and because information about job opportunities and workers’ characteristics is imperfect, it will take time and effort for matches to be made between unemployed workers and potential employers. Other things equal, the lower the probability that unemployed workers will become employed in a period (that is, the lower $P_{ue}$ is), the higher will be their expected duration of unemployment and the higher will be the unemployment rate. To understand what can affect $P_{ue}$, we develop a formal model of job search based on the key assumption that wages are associated with the characteristics of jobs, not with the characteristics of the specific individuals who fill them.

Suppose that employers differ in the set of minimum hiring standards they use. Hiring standards may include educational requirements, job training, work experience, performance on hiring tests, and so forth. A very simple model of the
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hiring process assumes that this set of attributes can be summarized in a single variable, \( K \), which denotes the minimum skill level a job requires. Associated with each job is a wage, \( W(K) \)—a wage that is assumed to be a function of the required skill level and not of the particular characteristics of the people hired. We also assume that the wage rate is an increasing function of the minimum required skill level and that two employers using the same standard will offer the same wage.

Because different employers have different hiring standards, our simple model implies that there will be a distribution of wage offers associated with job vacancies in the labor market. This distribution of wage offers is denoted by \( f(W) \) in Figure 14.3. As we move to the right in the figure, the minimum skill level and offered wage on a job increase. Since \( f(W) \) represents a probability distribution of wage offers, the area under the curve sums to 1 (that is, the distribution contains 100 percent of all wage offers in the market). Each wage offer (on the horizontal axis) is shown in relation to that offer’s share in the distribution (on the vertical axis).

Now, suppose a given unemployed individual has skill level \( K^* \). Since no firm will hire a worker who does not meet its hiring standards, the maximum wage this individual could hope to receive is \( W^*(K^*) \). An individual who knew which firms had a hiring standard of \( K^* \) would apply to those firms and, since the individual meets their hiring standards, would be hired at a wage of \( W^* \).

Suppose, instead, that job market information is imperfect in the sense that while an applicant knows the shape of the distribution of wage offers, \( f(W) \), he or she does not know what each particular firm’s wage offer or hiring standard will be. We can then conceptualize job search as a process in which the person randomly visits firms’ employment offices. If a firm’s hiring standard exceeds \( K^* \), the person is rejected for the job, but if the hiring standard is \( K^* \) or less, the person is offered the job. While the individual might find it advantageous to accumulate a number of job offers and then accept the best, job seekers—especially those at the lower end of the skill ladder—are not always allowed such a luxury. Rather, they

**Figure 14.3**

*Choice of Reservation Wage in a Model of Job Search*
must instantly decide whether to accept a job offer, because otherwise the offer will be extended to a different applicant.

**The Reservation Wage** How does an unemployed worker know whether to accept a particular job offer? One strategy is to decide on a reservation wage and then accept only those offers above this level. The critical question then is, how is this reservation wage determined?

To answer this question, suppose $W_R$ is the reservation wage chosen (in Figure 14.3) by a person who has skill level $K^*$. Now, observe that this individual’s job application will be rejected by any firm that offers a wage higher than $W^*(K^*)$; the person will not meet its minimum hiring standards. Similarly, the person will reject any job offers that call for a wage less than $W_R$. Hence, the probability that he or she will find an acceptable job in any period is simply the unshaded area under the curve between $W_R$ and $W^*$. The higher this probability, the lower the expected duration of unemployment. Given that the person finds a job, his or her expected wage is simply the weighted average of the job offers in the $W_R$ to $W^*$ range. This average (or expected) wage is denoted by $E(W)$ in Figure 14.3.

If the individual were to choose a slightly higher reservation wage, his or her choice would have two effects. On the one hand, since the person would now reject more low-wage jobs, his or her expected wage (once employed) would increase. On the other hand, rejecting more job offers also decreases the probability of finding an acceptable job in any given period, thus increasing the expected duration of unemployment. Each unemployed individual will choose his or her reservation wage so that at the margin, the expected costs of longer spells of unemployment just equal the expected benefits of higher post-unemployment wages.

**Implications of the Model** This simple model and associated decision rule lead to a number of implications. First, as long as the reservation wage is not set equal to the lowest wage offered in the market, the probability of finding a job will be less than 1, and hence, some unemployment can be expected to result. Search-related unemployment occurs when an individual does not necessarily accept the first job that is offered—a rational strategy in a world of imperfect information.

Second, since the reservation wage will always be chosen to be less than the wage commensurate with the individual’s skill level, $W^*(K^*)$, virtually all individuals will be underemployed once they find a job (in the sense that their expected earnings will be less than $W^*$). This underemployment is a cost of imperfect information; better labor market information would improve the job-matching process.

Third, as noted in chapter 5, otherwise identical individuals will wind up receiving different wages. Two unemployed individuals with the same skill level could choose the same reservation wage and have the same expected post-unemployment wage. However, the wages they actually wind up with will depend on pure luck—the wage offer between $W_R$ and $W^*$ they happen to find. In a world of imperfect information, then, no economic model can explain all the variation in wages across individuals.
Fourth, anything that causes unemployed workers to intensify their job search (to knock on more doors per day) will reduce the duration of unemployment, other things equal. More efficient collection/dissemination of information on both jobs and applicants can increase the speed of the search process for all parties in the market; enhanced computerization among employment agencies is one example of an innovation that could reduce unemployment. You will recall from chapter 7, however, that even unemployed workers have alternative uses for their time (they can spend it in “household production”). Thus, the intensity of job search is also influenced by the value of their time in household production and the payoffs to job search that they expect; if the value of the former is high and the expected payoffs to the latter are low, unemployed workers may become discouraged and quit searching altogether—in which case they are counted as being “out of the labor force.”

Finally, if the cost to an individual of being unemployed were to fall, the person should be led to increase his or her reservation wage (that is, the person would become more choosy about the offers deemed to be acceptable). A higher reservation wage, of course, would increase both the expected duration of unemployment and the expected post-unemployment wage rate. One important influence on the cost of being unemployed, and hence on the reservation wages of unemployed workers, is the presence and generosity of governmental unemployment insurance (UI) programs.

**Effects of Unemployment Insurance Benefits**

Virtually every advanced economy offers its workers who have lost jobs some form of unemployment compensation, although these systems vary widely in their structure and generosity. In the United States, the UI system is actually composed of individual state systems. Although the details of the individual systems differ, we can easily sketch the broad outlines of how they operate.

When U.S. workers become unemployed, their eligibility for UI benefits is based on their previous labor market experience and reason for unemployment. With respect to their experience, each state requires unemployed individuals to demonstrate “permanent” attachment to the labor force, by meeting minimum earnings or weeks-worked tests during some base period, before they can be eligible for UI benefits. In all states, covered workers who are laid off and meet these labor market experience tests are eligible for UI benefits. In some states, workers who voluntarily quit their jobs are eligible for benefits in certain circumstances.
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Finally, new entrants or reentrants to the labor force and workers fired for cause are, in general, ineligible for benefits.

After a waiting period, which is one week in most states, an eligible worker can begin to collect UI benefits. The structure of benefits is illustrated in Figure 14.4, where it can be seen that benefits are related to an individual’s previous earnings level. As shown in panel (a), all eligible unemployed workers are entitled to at least a minimum benefit level $B_{\min}$. After previous earnings rise above a critical level ($W_{\min}$), benefits increase proportionately with earnings up to a maximum earnings level ($W_{\max}$), past which benefits remain constant at $B_{\max}$. A few states also have dependents’ allowances for unemployed workers, although in some of these states, the dependents’ allowance cannot increase an individual’s weekly UI benefits above $B_{\max}$.

An implication of such a benefit structure is that the ratio of an individual’s UI benefits to previous earnings varies according to his or her past earnings (see panel b). This ratio is often called the replacement rate, the fraction of previous earnings that the UI benefits replace. Over the range between $W_{\min}$ and $W_{\max}$, where the replacement rate is constant, most states aim to replace around 50 percent of an unemployed worker’s previous earnings.

Once UI benefits begin, an unemployed individual’s eligibility for continued benefits depends on his or her making continual “suitable efforts” to find employment; the definition of suitable efforts varies widely across states. In addition, there is a maximum duration of receipt of benefits that is of fixed length in some states (usually 26 weeks) and varies in other states with a worker’s prior labor market experience (workers with “more permanent attachment” being eligible for more weeks of benefits). Congress has also passed legislation that allows states where the unemployment rate is high to extend the length of time unemployed workers can receive benefits; the typical extension is 13 weeks, although in the recession of 2009 it was extended by 73 weeks.
Do Generous Benefits Increase Unemployment? Our theory of job search outlined earlier leads to the expectation that by reducing the costs associated with being unemployed, more generous UI benefits should cause an increase in the reservation wages of unemployed workers. Increased reservation wages will tend to reduce $P_{ue}$ and $P_{un}$, which will lengthen the duration of unemployment. Longer durations, in turn, will increase the unemployment rate if other things remain equal.

Because the generosity of UI benefits varies widely across states, numerous studies have sought to empirically test the hypothesis that more-generous benefits serve to raise the unemployment rate beyond what it would otherwise be. Evidence from these studies suggests that higher UI replacement rates are indeed associated with longer durations of unemployment for recipients. Estimates differ, of course, on how responsive durations actually are to changes in the replacement rate, but one study estimated that if the United States had ended its UI program in 1976, the average duration of unemployment that year would have fallen from 4.3 to 2.8 months. It is more realistic, of course, to consider how responsive durations are to more-modest changes in UI benefits, and most estimates imply that a 10 percentage-point increase in the replacement rate would increase the length of unemployment spells by about one week. Studies of the effects of unemployment compensation in other countries also support the hypothesis that more-generous UI benefits tend to increase the unemployment rate.

Effects of Benefit Eligibility Aside from benefit levels, the mere eligibility of workers for unemployment compensation benefits has also been found to influence workers’ job-search behavior. In the United States, for example, there is a huge jump in the probability of a worker taking a job during the week his or her
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eligibility for UI benefits ends. Further evidence concerning the eligibility for UI benefits is seen in an analysis of the differences between the unemployment rate in Canada and the United States. In 1981, an unemployed Canadian worker was 3 times more likely to qualify for UI benefits than was an unemployed worker in the United States, and by the end of the 1980s, unemployed Canadians were 3.5 times more likely to be receiving benefits. Accompanying that change was a rise in the Canadian unemployment rate relative to that in the United States; in fact, one study concluded that the majority of the widening gap in unemployment between Canada and the United States was probably caused by differential eligibility for UI benefits.

Do More Generous Benefits Improve Job Matches? Referring back to our theory of job search, the increased reservation wage accompanying more-generous UI benefits will tend to increase the duration of unemployment spells, but it should also raise the expected post-unemployment wage. Indeed, one purpose of unemployment compensation is precisely to permit workers to search for a suitable match. Unfortunately, there is only weak evidence that more-generous UI benefits do raise the quality of the subsequent job match.

Structural Unemployment

Structural unemployment arises when there is a mismatch between the skills demanded and supplied in a given area or an imbalance between the supplies of and demands for workers across areas. If wages were completely flexible and if costs of occupational or geographic mobility were low, market adjustments would quickly eliminate this type of unemployment. In practice, however, these conditions may fail to hold, and structural unemployment may result.


Occupational and Regional Unemployment Rate Differences

A two-sector labor market model, represented by Figure 14.5, can be used to illustrate how structural unemployment can arise. For the moment, we shall assume the sectors refer to markets for occupational classes of workers; later, we shall assume that they are two geographically separate labor markets.

Occupational Imbalances Suppose that market A is the market for production workers in the automobile industry and market B is the market for skilled computer specialists, and suppose that initially both markets are in equilibrium. Given the demand and supply curves in both markets, \((D_{0A}, S_{0A})\) and \((D_{0B}, S_{0B})\), the equilibrium wage/employment combinations in the two sectors will be \((W_{0A}, E_{0A})\) and \((W_{0B}, E_{0B})\), respectively. Because of differences in training costs and nonpecuniary conditions of employment, the wages need not be equal in the two sectors.

Now, suppose that the demand for automobile workers falls to \(D_{1A}\) as a result of foreign import competition, while the demand for computer specialists rises to \(D_{1B}\) as a result of the increased use of computers. If real wages are inflexible downward in market A because of union contract provisions, social norms, or government legislation, employment of automobile workers will fall to \(E_{1A}\). Employment and wages of computer specialists will rise to \(E_{1B}\) and \(W_{1B}\), respectively. Unemployment of \(E_{0A} - E_{1A}\) workers would be created in the short run.

If automobile employees could costlessly become computer specialists, these unemployed workers would quickly move to market B, where we assume
wages are flexible, and eventually, unemployment would be eliminated. Structural unemployment arises, however, when costs of adjustment are sufficiently high to retard or even prevent such movements. The cost to displaced individuals, many in their fifties and sixties, may prove to be prohibitively expensive, given the limited time they have to collect returns. Moreover, it may be difficult for them to borrow funds to finance the necessary job training.

**Geographic Imbalances**  
Geographic imbalances can be analyzed in the same framework. Suppose we now assume that market A refers to a Snowbelt city and market B to a Sunbelt city, both employing the same type of labor. When demand falls in the Snowbelt and unemployment increases because wages are not completely flexible, these unemployed workers may continue to wait for jobs in their home city for at least three reasons. First, information flows are imperfect, so workers may be unaware of the availability of jobs hundreds of miles away. Second, the direct money costs of such a move, including moving costs and the transaction costs involved in buying and selling a home, are high. Third, the psychological costs of moving long distances are substantial because friends and neighbors and community support systems must be given up. As noted in chapter 10, such factors inhibit geographic migration, and migration tends to decline with age. These costs are sufficiently high that many workers who become unemployed as a result of plant shutdowns or permanent layoffs express no interest in searching for jobs outside their immediate geographic area.

Structural factors can cause substantial differences in unemployment rates across states in a given year, but these differences usually do not persist indefinitely. If a state’s unemployment rate is higher than the national average, many unemployed workers will eventually leave the state and new entrants will tend to avoid moving there; both sets of decisions serve to reduce the unemployment rate. Conversely, states with unemployment rates lower than average will attract workers looking for jobs.

For example, in 1981, Indiana had an unemployment rate of 10.1 percent, while the national average was 7.6 percent. During the next decade, Indiana’s labor force increased more slowly than average, and by 1991, its unemployment rate, at 5.9 percent, was almost one percentage point below the national average. Similarly, New Hampshire had an unemployment rate of 5 percent in 1981, but
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13Actually, this statement is not quite correct. As noted in chapter 13, when analyzing the effects of unions using a similar model, wait unemployment may arise. That is, as long as the wage rate in market A exceeds the wage rate in market B, and unemployed workers in market A expect that normal job turnover will eventually create job vacancies in A, it may be profitable for them to remain attached to market A and wait for a job offer in that sector.

14For a study of inter-industry mobility among those likely to be permanently displaced, with references to other mobility studies related to this group, see Elisabetta Magnani, “Risk of Labor Displacement and Cross-Industry Labor Mobility,” *Industrial and Labor Relations Review* 54 (April 2001): 593–610.

over the next decade, it experienced a labor force growth rate that was about three times the national average; by 1991, its unemployment rate was above average at 7.2 percent.

**International Differences in Long-Term Unemployment**

In terms of equation (14.2), structural unemployment exists when the unemployed have a small probability of finding work \( P_{ue} \) is low) and their duration of unemployment is consequently long. We saw in chapter 2 that the percentage of the labor force unemployed for more than one year is typically much higher in most of Europe than in the United States, and it is natural to wonder what differences might be causal.

The flow of workers out of unemployment is accelerated when worker retraining is encouraged and when workers find it less costly to make geographical moves. It will also be accelerated when employers find it less costly to create new jobs—and thus create them at a faster pace. While the United States spends much less on government training programs than most of Europe,\(^\text{16}\) it may compensate for this by having a relatively high rate of geographical mobility. The biggest difference, however, seems to be in the rates at which new jobs are created.

European countries typically have job-protection policies that are intended to reduce layoffs. Such policies, however, are thought to reduce the rate at which new jobs are created and thus increase the duration of unemployment. In France, for example, dismissals involving 10 workers or more require notification to the government, consultations with worker representatives, a relatively long waiting period, and severance pay. In contrast, the United States requires some employers to notify their workers in advance of large-scale layoffs, but these requirements are much less burdensome than in most of Europe.\(^\text{17}\) These job-protection policies are of special interest when analyzing structural unemployment because they also make it more costly for an employer to hire workers (who may have to be laid off in the future). Indeed, a comparative study found that as the stringency of job-protection laws rose, so did the average duration of unemployment.\(^\text{18}\)

**Do Efficiency Wages Cause Structural Unemployment?**

Suppose that employers are unable to completely monitor the performance of their employees and decide to pay above-market (efficiency) wages to reduce the incentives for workers to shirk their duties. As you will recall from chapter 11,
efficiency wages are thought to increase worker productivity for two reasons.\(^{19}\) First, by giving workers the gift of a generous wage, employers might expect that employees would reciprocate by giving them the gift of diligent work. Second, if an employee’s effort is not diligent, the employee can be fired and faced with earning a lower wage or, as we argue later, with unemployment.

**Efficiency Wages Affect Unemployment** If all employers were to follow the earlier strategy and offer wages higher than the market equilibrium wage, then supply would clearly exceed demand and unemployment would result. If only some firms paid efficiency wages, then there would be a high- and a low-wage sector. Workers employed at lower-paying firms could not obtain employment at a high-wage firm by offering to work at some wage between the low (market-clearing) and the high (efficiency) wage levels, because the high-wage employers would want to maintain their wage advantage to discourage shirking. However, because jobs in the high-wage sector are preferable, and because such jobs will occasionally become available, some workers in the low-wage sector may quit their jobs, attach themselves to the high-wage sector, and wait for jobs to open up. That is, using reasoning similar to that used in chapter 13, where a high-wage sector was created by unions, wait unemployment will tend to arise in the presence of an efficiency-wage sector.\(^{20}\)

**Unemployment Affects Efficiency Wages** The wage premium that efficiency-wage employers must pay to discourage shirking depends on the alternatives open to their employees. Other things equal, the higher the unemployment rate in an area, the poorer are the alternative employment opportunities for their workers and thus the less likely the workers are to risk losing their jobs by shirking. The


\(^{20}\)Suppose that employees are *risk neutral* (that is, they do not lose utility if their earnings fluctuate over time around some mean value). In equilibrium, they would move from the low-wage to the high-wage sector and remain as unemployed job seekers as long as the expected wage from choosing to wait exceeds the expected wage of searching for work while employed in the low-wage sector. Put algebraically, a worker who is unemployed will wait for a high-wage job if

\[
P_r W_e > P_0 W_0 + (1 - P_0) W_e
\]

where \(W_e\) and \(W_0\) are the wages in the high- and low-wage sectors (respectively), \(P_r\) is the probability of finding a job paying \(W_e\) if one is unemployed, and \(P_0\) is the probability of finding a high-wage job if one takes employment in the low-wage sector. Presumably, \(P_r\) is greater than \(P_0\) because individuals can search for work more intensively if they are not employed. The above inequality can be rewritten as

\[
(P_r - P_0) W_e > W_0 (1 - P_0)
\]

and as we can see from this latter expression, whether one chooses wait unemployment depends on the increased probability of finding a high-wage job if unemployed \((P_r - P_0)\) as well as on the difference between \(W_e\) and \(W_0\).
employers, then, need not pay wage premiums that are as high. This leads to the prediction that, other factors held constant, there should be a negative association between average wage rates and unemployment rates across areas.

**Efficiency Wages and the Wage Curve** The efficiency-wage explanation of structural unemployment receives indirect support from a remarkable empirical finding. An exhaustive study of data on wages and regional unemployment rates within 12 countries found that after controlling for human capital characteristics of individual workers (some 3.5 million of them), there was a strong negative relationship between regional unemployment rates and real wages in all countries. That is, in regions within these countries with higher rates of unemployment, wage levels for otherwise comparable workers were lower. This negative relationship between the region’s unemployment rate and its real wage level, seen in Figure 14.6, has been called the wage curve.

The wage curve is remarkable on three accounts. First, it seems to exist in every country for which enough data are available to estimate it. Second, the curves for each country are surprisingly similar; a 10 percent increase in a region’s unemployment rate is associated with wage levels that are lower by 0.4 to 1.9 percent in 11 of the 12 countries studied.21
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*The Wage Curve*
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Finally, the wage curve is remarkable because it is a finding in search of an explanation. Using a standard demand-and-supply-curve analysis, one would think that higher unemployment and higher wages would be associated with each other (in other words, there would be a positively sloped wage curve). Using this analysis, if wages were above market-clearing levels, supply would exceed demand, and the result would be workers who want jobs and cannot find them (unemployment); the higher that wages were above equilibrium, the more unemployment there would be. Thus, a downward-sloping relationship, such as depicted in Figure 14.6, is not what simple economic theory suggests.

Simple theory does suggest, of course, that when unemployment is relatively high, real wages will fall. The problem with this explanation for the wage curve is that the curve plots the relationship between unemployment and the wage level, not wage changes; thus, this implication of standard theory also fails to explain what we observe. If simple theory is not providing explanations for the wage curve, is there a more complex theory that does?

One reason we might observe a negatively sloped wage curve can be found in the efficiency-wage explanation of structural unemployment reviewed earlier. Suppose, for example, that one cause of long-term unemployment is the widespread payment of above-market wages by employers in an effort to reduce shirking among their employees. In regions where this and other causes happen to create higher levels of unemployment, the efficiency-wage premiums needed to reduce shirking would be lower—which would cause the negative association we observe between regional unemployment rates and wage levels.

**Demand-Deficient (Cyclical) Unemployment**

Frictional unemployment arises because labor markets are dynamic and information flows are imperfect; structural unemployment arises because of long-lasting imbalances in demand and supply. Demand-deficient unemployment is associated with fluctuations in business activity (the “business cycle”), and it occurs when a decline in aggregate demand in the output market causes the aggregate demand for labor to decline in the face of downward inflexibility in real wages.

Returning to our simple demand and supply model of Figure 14.2, suppose that a temporary decline in aggregate demand leads to a shift in the labor demand curve to $D_1$. If real wages are inflexible downward, employment will fall to $E_1$, and $E_0 - E_1$ additional workers will become unemployed. This employment decline occurs when firms temporarily lay off workers (increasing $P_{on}$) and reduce the rate at which they replace those who quit or retire (decreasing $P_{n}$ and $P_{ue}$); that is, flows into unemployment increase while flows into employment decline.
Unemployment, however, is not the inevitable outcome of reduced aggregate demand. Employers, for example, could reduce the wages they pay to their workers. If the latter response occurred, employment would move to $E_2$ and real wages to $W_2$ in Figure 14.2. Although employment would be lower than its initial level, $E_0$, there would be no measured demand-deficient unemployment, because $E_0 - E_2$ workers would have dropped out of the labor force in response to this lower wage. We will analyze two features of the U.S. labor market thought to contribute to demand-deficient unemployment: (1) institutional and profit-maximizing reasons for rigid money wages and (2) the way in which the U.S. unemployment compensation program is financed.

**Downward Wage Rigidity**

Stock and commodity prices fluctuate with demand and supply, and product market retailers have sales or offer discounts when demand is down, but do the wage rates paid to individual workers fall when the demand for labor shifts to the left? If such decreases are not very likely, what might be the reasons?

Wages, of course, can be measured in both nominal and real terms. Nominal wages (the money wages quoted to workers) may be rigid, yet the real wage (the nominal wage divided by an index of prices) can fall if prices are rising. It will come as no great surprise that the real wages received by individual workers quite commonly fall; all that needs to happen for real wages to fall is for the increase in nominal wages to be less than the increase in prices. One study that followed individuals in the United States from 1970 to 1991 found that when the unemployment rate went up by one percentage point, the average real hourly earnings among workers who did not change employers went down by about 0.5 percent. Hourly earnings reductions were greatest among those paid by piece rates or commissions, while those paid by salary were least likely to experience such reductions.

Despite evidence of at least modest downward flexibility of real wages, it is also important to see how common cuts in workers’ nominal wages are. If real wages fall only when prices rise, they may not be able to fall fast enough to prevent an increase in unemployment during business downturns. One study of workers who did not change employers found that nominal wages fell from one year to the next in 18 percent of the cases between the years 1976 and 1988; similar estimates come from a study using different employee-provided data, although this latter study extended into the early 1990s, when some 18 percent to 20 percent

---

of hourly paid workers experienced nominal-wage cuts. These studies, and another that used data obtained from employers, suggest that nominal wages are not completely rigid in a downward direction. However, the studies also conclude that nominal wages are resistant to cuts, and as a result, employment adjustments during periods of downturn are larger and more common than they would be with complete nominal-wage flexibility.

Explanations for why employment levels are more likely to be reduced than nominal wages during business downturns must confront two questions: why do firms find it more profitable to reduce employment than wages and why are workers who face unemployment not more willing to take wage cuts to save their jobs? The hypotheses concerning wage rigidity that have come to the forefront recently address both questions.

**Wage Rigidity and Unions** According to one explanation for rigid money wages, employers are not free to unilaterally cut nominal wages because of the presence of unions. This cannot be a complete explanation for the United States, because only 12 percent of American workers are represented by unions (see chapter 13), and unions could, in any case, agree to temporary wage cuts to save jobs instead of subjecting their members to layoffs. Why they fail to make such arrangements is instructive.

A temporary wage reduction would reduce the earnings of all workers, while layoffs would affect, in most cases, only those workers most recently hired. Because these workers represent a minority of the union’s membership in most instances, because union leaders are elected by majority rule, and because these leaders are most likely drawn from the ranks of the more experienced workers (who are often immune from layoff), unions tend to favor a policy of layoffs rather than one that reduces wages for all members. A variant of this

---


explanation is the *insider-outsider hypothesis*, which sees union members as *insiders* who have little or no concern for nonmembers or former members now on layoff (*outsiders*); these insiders gain from keeping their numbers small and may choose to negotiate wages that effectively prevent the recall or employment of outsiders.\footnote{Assar Lindbeck and Dennis J. Snower, “Insiders versus Outsiders,” *Journal of Economic Perspectives* 15 (Winter 2001): 165–188.}

**Wage Rigidity and Specific Human Capital**  Layoffs do occur in *nonunion* firms, although perhaps less frequently than in unionized ones, so wage rigidity cannot be completely attributed to unionization. One possible explanation lies with employer investments in workers. In the presence of firm-specific human capital investments, for example, employers have incentives both to minimize voluntary turnover and to maximize their employees’ work effort and productivity. Across-the-board temporary wage reductions would increase all employees’ propensities to quit and could lead to reduced work effort on their part. In contrast, layoffs affect only the least-experienced workers—the workers in whom the firm has invested the smallest amount of resources. It is likely, then, that the firm will find the layoff strategy a more profitable alternative.\footnote{See Truman F. Bewley, *Why Wages Don’t Fall during a Recession* (Cambridge, Mass.: Harvard University Press, 1999); and Weiss, *Efficiency Wages: Models of Unemployment, Layoffs and Wage Dispersion*.}

**Wage Rigidity and Asymmetric Information**  Employers with internal labor markets frequently promise, at least implicitly, a certain path of earnings to employees over their careers. As we saw in chapter 11, firms may pay relatively low salaries to new employees with the promise (expectation) that if they work diligently, these employees will be paid relatively high wages toward the end of their careers. The firm’s promises are, of necessity, conditional on how well it is performing, but the firm has more accurate information on the true state of its demand than do its workers. If a firm asks its employees to take a wage cut in periods of low demand, employees may believe that the employer is falsely stating that demand is low, and their productivity could be reduced by a loss of trust or a decline in morale. If, instead, a firm temporarily lays off some of its workers, it loses the output these workers would have produced, and workers may therefore accept such an action as a signal that the firm is indeed in trouble (that is, wages exceed current marginal productivity). Put another way, the

asymmetry of information between employers and employees may make layoffs the preferred policy.28

Wage Rigidity and Risk Aversion Firms with internal labor markets, and therefore long employer–employee job attachments, may be encouraged by the risk aversion of older employees to engage in seniority-based layoffs (last hired, first laid off) rather than wage cuts for all its workers. That is, the desire to have a constant income stream, rather than a fluctuating one with the same average value over time, is something for which older, more-experienced workers may be willing to pay.29 Thus, if the risks of income fluctuation are confined to one’s initial years of employment, the firm may be able to pay its experienced workers wages lower than would otherwise be required. Of course, during the initial period, workers will be subject to potential earnings variability and may demand higher wages then to compensate them for these risks. However, if the fraction of the workforce subject to layoffs is small, on average, employers’ costs could be reduced by seniority-based layoffs.

Wage Rigidity: Worker Status and Social Norms The explanations given earlier pertain mainly to firms with internal labor markets, which can be roughly thought of as large employers. If these firms have rigid wages and lay off workers during a business downturn, why don’t workers who are laid off take jobs with smaller employers? These smaller firms pay lower wages and have few of the reasons cited earlier to avoid reducing them further when aggregate demand falls; hence, increased employment in these jobs would lower the average nominal wage paid in the economy and help reduce unemployment. Some theorists believe that the failure of unemployed workers to flock to low-wage jobs derives from their sense of status (their relative standing in society). These economists postulate that individuals may prefer unemployment in a good job to employment in an inferior one, at least for a period longer than the typical recession.30 It is this sense of status that prevents the expansion of jobs and the further reduction of wages in the low-wage sectors during recessionary periods.

Some analysts have stressed, however, that prevailing market wages, even those paid by small, competitive firms, may be accepted as social norms that inhibit the unemployed from trying to undercut the wages of employed workers


to find employment.\textsuperscript{31} As explained later, that unemployed workers are apparently more willing to face unemployment than a reduced wage may have more to do with future considerations than with status.

Suppose there are many identical unemployed workers, each with the same reservation wage (which is influenced by the implicit monetary value each individual places on leisure time plus the unemployment benefits or other monetary payments each receives while unemployed). If each planned to remain in the labor force only for a single period, it would be rational to bid down wages in an effort to secure employment. As long as the wage ultimately received was greater than the workers’ common reservation wage, unemployed workers would be better off working.

Suppose, however, that each unemployed worker planned to remain in the labor force for a number of periods. In this case, if workers offer to work for below the prevailing wage in the current period, they will reveal to employers that their common reservation wage is lower than originally thought, and employers might decide to permanently cut wages in future periods as well. In this case, individuals may be better off remaining unemployed until a job is ultimately found at the current wage. In fact, the individual’s incentive not to undercut the current market wage is larger the greater the number of periods he or she plans to remain in the labor force and the greater the chance of finding work if the market wage is not undercut. Hence, this theory suggests that market wages are more likely to be inflexible in a downward direction when workers have more permanent attachment to the labor force and when increases in the unemployment rate are relatively small.

**Financing U.S. Unemployment Compensation**

The incentives for employers to engage in temporary layoffs are also affected by a key characteristic of the U.S. UI system: its methods of financing benefits. As we will see, the way in which the government raises the funds to pay for UI benefits has a rather large effect on cyclical layoffs.

**The UI Payroll Tax** The benefits paid out by the UI system are financed by a payroll tax. Unlike the Social Security payroll tax, in almost all states the UI tax is paid solely by employers.\textsuperscript{32} The UI tax payment ($T$) that an employer must make for each employee is given by

$$T = tW \quad \text{if} \quad W \leq W_B$$  \hspace{1cm} (14.3a)

and

$$T = tW_B \quad \text{if} \quad W > W_B$$  \hspace{1cm} (14.3b)

where $t$ is the employer’s UI tax rate, $W$ is an employee’s earnings during the calendar year, and $W_B$ is the taxable wage base (the level of earnings after which


\textsuperscript{32}Recall from our discussion in chapter 3 that this fact tells us nothing about who really bears the burden of the tax.
no UI tax payments are required). In 2010, the taxable wage base ranged from $7,000 to $14,000 in about two-thirds of the states; thus, depending on the state, employers had to pay UI taxes on just the first $7,000 to $14,000 of each employee’s earnings. The other one-third of the states had taxable wage bases that were higher.

The employer’s UI tax rate is determined by general economic conditions in the state, the industry the employer is operating in, and the employer’s layoff experience. The last term is defined differently in different states; the underlying notion is that since the UI system is an insurance system, employers who lay off workers frequently and make heavy demands on the system’s resources should be assigned a higher UI tax rate. This practice is referred to as experience rating.

**Imperfect Experience Rating** Experience rating is typically *imperfect* in the sense that the marginal cost to an employer of laying off an additional worker (in terms of a higher UI tax rate) is often less than the added UI benefits the system must pay out to that worker. Imperfect experience rating is illustrated in Figure 14.7, which plots the relationship between an employer’s UI tax rate and that firm’s layoff experience. (We shall interpret layoff experience to mean the probability that employees in the firm will be on layoff. Clearly, this probability depends both on the frequency with which the firm lays off workers and the average duration of time until they are recalled to their positions.)

Each state has a minimum UI tax rate, and below this rate ($t_{\text{min}}$ in Figure 14.7), the firm’s UI tax rate cannot fall. After a firm’s layoff experience reaches some critical value ($l_{\text{min}}$), the firm’s UI tax rate rises with increased layoff experience over
some range. In each state, there is also a ceiling on the UI tax rate ($l_{max}$); after this tax rate is reached, additional layoffs will not alter the firm’s tax rate. The system is imperfectly experience-rated because for firms below $l_{min}$ or above $l_{max}$, variations in their layoff rate have no effect on their UI tax rate. Furthermore, over the range in which the tax rate is increasing with layoff experience, the increase is not large enough in most states to make the employer’s marginal cost of a layoff (in terms of the increased UI taxes the firm must pay) equal to the marginal UI benefits the laid-off employees receive.

**Does the UI Tax Encourage Layoffs?** The key characteristic of the UI system that influences the desirability of temporary layoffs is the imperfect experience rating of the UI payroll tax. To understand the influence of this characteristic, suppose first that the UI system were constructed in such a way that its tax rates were perfectly experience-rated. A firm laying off a worker would have to pay added UI taxes equal to the full UI benefit (50 percent of normal earnings) received by the worker, so it saves just half of the worker’s wages by the layoff. Now, suppose instead that the UI tax rate employers must pay is totally independent of their layoff experience (no experience rating). In this case, a firm saves a laid-off worker’s entire wages because its UI taxes do not rise as a result of the layoff. Thus, compared with a UI system with perfect experience rating, it is easy to see that a system with incomplete experience rating will tend to enhance the attractiveness of layoffs to employers.

Empirical analyses of the effect of imperfect experience rating on employer behavior suggest that it is substantial. These studies have estimated that unemployment would fall by 10 percent to 33 percent if UI taxes in the United States were perfectly experience-rated (so that employers laying off workers would have to pay the full cost of the added UI benefits).  

---

**Seasonal Unemployment**

*Seasonal unemployment* is similar to demand-deficient unemployment, in that it is induced by fluctuations in the demand for labor. Here, however, the fluctuations can be regularly anticipated and follow a systematic pattern over the course of a year. For example, the demand for agricultural employees declines after the
Chapter 14 Unemployment

EXAMPLE 14.1

Unemployment Insurance and Seasonal Unemployment: A Historical Perspective

The current American UI system was established during the Great Depression of the 1930s. At that time, labor economist John Commons urged that legislation include a penalty on firms with higher unemployment rates. He believed that employers had enough leeway to reduce seasonal and other layoffs substantially, and he thus championed a system that included incentives to avoid higher layoffs. Others were unconvinced that employers had much discretion over unemployment. But ultimately, the Commons plan was adopted in most states. It was rarely adopted outside the United States, however.

Evidence on seasonal unemployment seems to support Commons’s contentions: over time, as the economy has diversified, seasonal unemployment has fallen, but it has fallen much more rapidly where employers are penalized for layoffs. A recent study shows that within the United States, seasonal fluctuations in employment have fallen the most in states where UI experience rating is highest.

Even more striking is the comparison between the United States and Canada, which established an UI system without any experience rating. Seasonality in the Canadian construction industry (an industry notorious for its seasonality) fell by half between 1929 and the 1947–1963 period, as construction practices improved and changed. However, in American states along the Canadian border, seasonality dropped by an even greater two-thirds!


planting season and remains low until the harvest season. Similarly, the demand for production workers falls in certain industries during the season of the year when plants are retooling to handle annual model changes.

The issue remains: why do employers respond to seasonal patterns of demand by laying off workers rather than reducing wage rates or hours of work? All the reasons cited for the existence of cyclical unemployment and temporary layoffs for cyclical reasons also pertain here. Indeed, one study has shown that the expansion (in the early 1970s) of the UI system that led to the coverage of most agricultural employees was associated with a substantial increase in seasonal unemployment in agriculture. Studies of seasonal layoffs in nonagricultural industries also suggest that imperfect experience rating of the UI tax significantly increases seasonal unemployment.36 (See Example 14.1 for a longer-term perspective on UI and seasonal unemployment.)

We may question why workers would accept jobs in industries in which they knew in advance they would be unemployed for a portion of the year. For some workers, the existence of UI benefits along with the knowledge that they will be rehired as a matter of course at the end of the slack-demand season may allow them to treat such periods as paid vacations. However, since UI benefits typically replace less than half of an unemployed worker’s previous gross earnings and even smaller fractions for high-wage workers (see Figure 14.4), most workers will not find such a situation desirable. To attract workers to seasonal industries, firms will have to pay workers higher wages to compensate them for being periodically unemployed. One recent study, for example, found that agricultural workers in seasonal jobs earned about 10 percent more per hour than they would have earned in permanent farm jobs.37

The existence of wage differentials that compensate workers in high-unemployment industries for the risk of unemployment makes it difficult to evaluate whether this type of unemployment is voluntary or involuntary in nature. On the one hand, workers have voluntarily agreed to be employed in industries that offer higher wages and higher probabilities of unemployment. On the other hand, once on the job, employees usually prefer to remain employed rather than becoming unemployed. Such unemployment may be considered either voluntary or involuntary, then, depending on one’s perspective.

When Do We Have Full Employment?

Governments constantly worry about the unemployment rate, because it is seen as a handy barometer of an economy’s health. An unemployment rate that is deemed to be too high is seen as a national concern, because it implies that many people are unable to support themselves and that many of the country’s workers are not contributing to national output. Often, governments will take steps to stimulate the demand for labor in one way or another when they believe unemployment to be excessive.

Governments also worry about unemployment being too low. An unusually low rate of unemployment is thought by many to reflect a situation in which there is excess demand in the labor market. If labor demand exceeds supply, wages will tend to rise, it is argued, and wage increases will lead to price inflation. In addition, excessively low unemployment rates may increase shirking among workers and reduce the pool of available talent on which new or expanding employers can draw.

Chapter 14  Unemployment

Defining the Natural Rate of Unemployment

If both too much and too little unemployment are undesirable, how much is just right? Put differently, what unemployment rate represents full employment? The full-employment (or natural) rate of unemployment is difficult to define precisely, and there are several alternative concepts from which to choose. One defines the natural rate of unemployment as that rate at which wage and price inflation are either stable or at acceptable levels. Another defines full employment as the rate of unemployment at which job vacancies equal the number of unemployed workers, and yet another defines it as the level of unemployment at which any increases in aggregate demand will cause no further reductions in unemployment. A variant of the latter defines the natural rate as the unemployment rate at which all unemployment is voluntary (frictional and perhaps seasonal). Finally, a recent definition of the natural rate is that rate at which the level of unemployment is unchanging and both the flows into unemployment and the duration of unemployment are normal.38

All the various earlier definitions try to define in a specific way a more general concept of full employment as the rate that prevails in “normal” times. If we assume that frictional and seasonal unemployment exist even in labor markets characterized by equilibrium (i.e., markets having neither excess demand nor excess supply), it is clear that the natural rate of unemployment is affected by such factors as voluntary turnover rates among employed workers, movements in and out of the labor force, and the length of time it takes for the unemployed to find acceptable jobs. These factors vary widely across demographic groups, so the natural rate during any period is strongly influenced by the demographic composition of the labor force.

Unemployment and Demographic Characteristics

Table 14.3 presents data on actual unemployment rates for various age/race/gender/ethnic groups in 2005, a year in which the overall unemployment was a moderate 5.1 percent. The patterns indicated in Table 14.3 for 2005 are similar to the patterns for other recent years: high unemployment rates for teens and young adults of each race/gender group relative to older adults in these groups; black unemployment rates at least double white unemployment rates for most age/gender groups, with Hispanic-American unemployment rates tending to lie in between; and female unemployment rates roughly equal to, or lower than, male unemployment rates for each group except Hispanics and those of prime age. The high unemployment rates of black teenagers, which ranged between 7 percent and 45 percent in 2005, have been of particular concern to policymakers.

Over recent decades, the demographic composition of the labor force has changed dramatically with the growth in labor force participation rates of females

When Do We Have Full Employment?

and substantial changes in the relative size of the teenage, black, and Hispanic populations. Between 1975 and 2005, the proportion of the labor force that was female grew from 40 percent to 46 percent. The growth in the Hispanic labor force was over three times faster than average over this time span, and the Hispanic share in the labor force grew from 4 percent to 13 percent. In contrast, the teenage share of the labor force dropped from over 9 percent in 1975 to roughly 5 percent by 2005.39

The overall unemployment rate reflects both the tightness of the labor market and the composition of the labor force. If demographic groups with relatively high unemployment rates grow as a fraction of the labor force, then the overall unemployment rate accompanying any given level of labor market tightness will rise; similarly, the unemployment rate will tend to fall, other things equal, if the labor force share of groups with relatively high unemployment rates falls. Since 1975, changes in the composition of the labor force have had effects that tend to be offsetting. The percent of the labor force that is African American has been stable (at about 11.3 percent), and the rising share of women has had a neutral effect, given that their unemployment rates are about the same as those of men. However, the rising share of Hispanics has tended to increase the overall unemployment rate, while the falling share of teenagers has served to reduce the unemployment rate.

Table 14.3

<table>
<thead>
<tr>
<th>Age</th>
<th>White Male</th>
<th>White Female</th>
<th>Black Male</th>
<th>Black Female</th>
<th>Hispanic Male</th>
<th>Hispanic Female</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>16–17</td>
<td>18.9</td>
<td>14.0</td>
<td>45.1</td>
<td>37.3</td>
<td>23.4</td>
<td>23.8</td>
<td></td>
</tr>
<tr>
<td>18–19</td>
<td>14.3</td>
<td>11.1</td>
<td>31.5</td>
<td>26.6</td>
<td>17.5</td>
<td>14.0</td>
<td></td>
</tr>
<tr>
<td>20–24</td>
<td>7.9</td>
<td>6.4</td>
<td>20.5</td>
<td>16.3</td>
<td>8.2</td>
<td>9.2</td>
<td></td>
</tr>
<tr>
<td>25–54</td>
<td>3.5</td>
<td>3.8</td>
<td>7.8</td>
<td>7.8</td>
<td>4.1</td>
<td>5.9</td>
<td></td>
</tr>
<tr>
<td>55–64</td>
<td>3.0</td>
<td>3.0</td>
<td>5.9</td>
<td>5.3</td>
<td>4.0</td>
<td>5.0</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>4.4</td>
<td>4.4</td>
<td>10.5</td>
<td>9.5</td>
<td>5.4</td>
<td>6.9</td>
<td>5.1</td>
</tr>
</tbody>
</table>

“Hispanic” refers to those of Hispanic origin; depending on their race, these individuals are also included in both the white and black population group totals.


What Is the Natural Rate?

Economists’ estimates of the natural rate have varied over time, going from something like 5.4 percent in the 1960s, to about 7 percent in the 1970s, to 6 or 6.5 percent in the 1980s. Recent work suggests that at the low rates of inflation

In earlier chapters, we have emphasized that empirical research in the social sciences requires analyzing the behavior of a treatment group against that of a comparison (or control) group. Ideally, researchers would create controlled experiments in which otherwise identical subjects are randomly assigned to the two groups and a carefully crafted treatment is applied to one but not the other. The predictions growing out of economic theory, however, typically apply to outcomes generated by the behavior of those at the margin within large groups of people, and they are most credibly tested under conditions where the behaviors observed have real-world consequences. Thus, controlled experiments are usually infeasible in economics because of the required sample size and expense involved. Such experiments are also morally objectionable in a wide variety of cases; it is inconceivable, for example, that we could test the theory of compensating differentials by deliberately exposing the treatment group to high risk. Outside of unusual cases (see the empirical studies summarized in chapters 11 and 12), economists must normally look for natural experiments caused by economic conditions or government policies that happen to affect similar workers differently.

One set of controlled social experiments that did take place was designed to see if unemployment rates could be reduced by awarding cash bonuses to unemployed workers who found new jobs “quickly.” The hope was that by offering these reemployment bonuses, the duration of unemployment—and therefore the unemployment rate—could be reduced.

Four states conducted such experiments in the mid- to late-1980s, and each assigned UI recipients to the treatment and control groups randomly—by using the last two digits of their Social Security numbers. While details differed, recipients in the treatment group who took jobs in under 11 to 13 weeks—and who held them for at least four months—received cash bonuses averaging around $500 in most cases but ranging as high as $1,600 in one state. The bonuses were not offered to members of the control group.

The analyses of these experiments estimated that those in the treatment group took jobs about one-half week faster, on average, than those in the control group. Put differently, the bonuses appeared to reduce the duration of unemployment by an average of about 3 percent, and most of the estimated effects in the four states were statistically significant. The experiments also found that in the states that offered bonuses of differing sizes, larger bonuses did not produce estimated declines in duration that were statistically significant.

Can the modest estimated effects of these experiments be generalized to an environment in which all workers on UI would be given a reemployment bonus if they found a job quickly? The experiments were adopted on a temporary basis, and
the UI recipients in the experiment neither expected them nor could be sure of being in the treatment group; therefore, whether they applied for UI was unaffected by the presence of a bonus. However, if the bonuses were to become a permanent part of the UI system and available to all UI recipients, the benefits paid to those with short spells of unemployment would be enhanced, and this might cause more people to engage in behaviors that make them eligible for UI benefits.

We cannot be very certain, then, that reemployment bonuses would reduce the unemployment rate, because even if they reduced the duration of unemployment, they might also increase the number who qualify for the UI program. This problem illustrates an unfortunate drawback of social experiments: of necessity, they are temporary, and the behavioral responses they generate are often not completely transferable to those we might observe if a program were permanently adopted.


experienced by the United States in the last decade, the natural rate might fall below 5 percent.40 We must wonder, though, how useful estimates of the natural rate are for policy purposes if they keep changing; indeed, Milton Friedman, a Nobel-prize winner in economics and a leader in the development of the natural-rate concept, disavowed any attempts at forecasting it. He said, “I don’t know what the natural rate is... and neither does anyone else.”41

Certainly, some level of unemployment is unavoidably associated with the frictions in a dynamic labor market fraught with imperfect information. Moreover, as we have seen, the parameters of the UI system encourage unemployment associated with job search and with both cyclical and seasonal layoff. Nonetheless, when unemployment rises above its full-employment or natural level, resources are being wasted. Some 40 years ago, economist Arthur Okun pointed out that every one-percentage-point decline in the aggregate unemployment rate was associated with a three-percentage-point increase in the output the United States produces. More recent estimates suggest that the relationship is now more in the range of a two-percentage-point increase in output.42 Even this last number, however, suggests the great costs a society pays for excessively high rates of unemployment.


Review Questions

1. A presidential hopeful is campaigning to raise unemployment compensation benefits and lower the unemployment rate. Comment on the compatibility of these goals.

2. Government officials find it useful to measure the nation’s “economic health.” The unemployment rate is currently used as a major indicator of the relative strength of labor supply and demand. Do you think the unemployment rate is a useful indicator of labor market tightness? Why?

3. Recent empirical evidence suggests that unemployed workers’ reservation wages decline as their spells of unemployment lengthen. That is, the longer they have been unemployed, the lower their reservation wages become. Explain why this might be true.

4. Is the following assertion true, false, or uncertain? “Increasing the level of UI benefits will prolong the average length of spells of unemployment. Hence, a policy of raising UI benefit levels is not socially desirable.” Explain your answer.

5. In recent years, the federal government has introduced and then expanded a requirement that UI beneficiaries pay income tax on their unemployment benefits. Explain what effect you would expect this taxation of UI benefits to have on the unemployment rate.

6. “With the growth of free trade, Mexican employers have sought to reduce union control over internal labor markets, and they have eliminated promotion by seniority, rules against subcontracting, and restrictions on the use of temporary workers—all in the name of greater flexibility.” Would you expect greater employer flexibility in hiring and assigning workers to increase or decrease unemployment in Mexico? Explain.

7. The “employment-at-will” doctrine is one that allows employers to discharge workers for any reason whatsoever. This doctrine has generally prevailed in the United States except where modified by union agreements or by laws preventing discrimination. Recent policies have begun to erode the employment-at-will doctrine by moving closer to the notion that one’s job becomes a property right that the worker cannot be deprived of unless there is a compelling reason. If employers lose the right to discharge workers without “cause,” what effects will this have on the unemployment rate?

8. One student of the labor market effects of free trade argues that the government should offer “wage insurance” to workers who lose a job because of free trade. Under this proposal, the government would replace a substantial portion of lost earnings if, upon reemployment, eligible workers find that their new job pays less than the one they lost. This wage insurance would be available for up to two years after the initial date of job loss. Would this wage insurance program reduce unemployment? Explain.
Problems

1. Suppose that at the beginning of the month, the number employed, $E$, equals 120 million; the number not in the labor force, $N$, equals 70 million; and the number unemployed, $U$, equals 10 million. During the course of the month, the flows indicated in the following table occurred.

<table>
<thead>
<tr>
<th>Flow</th>
<th>Number (in Thousands)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$EU$</td>
<td>1.8 million</td>
</tr>
<tr>
<td>$EN$</td>
<td>3.0 million</td>
</tr>
<tr>
<td>$UE$</td>
<td>2.2 million</td>
</tr>
<tr>
<td>$UN$</td>
<td>1.7 million</td>
</tr>
<tr>
<td>$NE$</td>
<td>4.5 million</td>
</tr>
<tr>
<td>$NU$</td>
<td>1.3 million</td>
</tr>
</tbody>
</table>

Assuming that the population has not grown, calculate the unemployment and labor force participation rates at the beginning and end of the month.

2. Suppose that, initially, the Pennsylvania economy is in equilibrium with no unemployment: $L_S = 1,000,000 + 200W$ and $L_D = 19,000,000 - 300W$, where $W$ = the annual wages and $L$ = the number of workers. Then, structural unemployment arises because the demand for labor falls in Pennsylvania, but wages there are inflexible downward and no one moves out of state. If labor demand falls to $L_D = 18,000,000 - 300W$, how many workers will be unemployed in Pennsylvania? What will be its unemployment rate?

3. Suppose that the UI system is structured so that $B_{min} = $200, $B_{max} = $500, and $B = .5W + 100$ in between, where $W$ = the previous weekly wage and $B$ = the weekly UI benefits. Graph this benefit formula, and calculate the benefits and replacement rate for workers whose previous weekly wages are $100, $500, and $2,000.

4. The following table gives data on characteristics of inhabitants in Anytown, USA.
   a. Identify the number of people employed, the number of people unemployed, and the number of people in the labor force.
   b. Calculate the labor force participation rate, the employment rate, and the unemployment rate, using official definitions.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Number (in Thousands) of People</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population</td>
<td>500</td>
</tr>
<tr>
<td>Population 16 years or older</td>
<td>400</td>
</tr>
<tr>
<td>Persons employed full-time or part-time</td>
<td>200</td>
</tr>
<tr>
<td>Persons unemployed and actively seeking work</td>
<td>20</td>
</tr>
<tr>
<td>Persons who have quit seeking work due to lack of success</td>
<td>10</td>
</tr>
<tr>
<td>Part-time workers seeking full-time jobs</td>
<td>30</td>
</tr>
</tbody>
</table>

5. Suppose that the UI system is structured so that the minimum tax rate is 1.5 percent, the maximum tax rate is 6.2 percent, and the tax rate in between is calculated according to the following formula: $t = .1 + 2.4l$, where $t$ = the employer’s UI tax rate and $l$ = the employer’s layoff experience. Layoff experience is the probability that employees in the firm will be on layoff, expressed as a percentage of the firm’s workforce, and generally lies in the range of less than 1 percent to 5 percent.
Graph this tax rate formula, and calculate the firm’s critical value of layoff experience \( (l_{min}) \) and ceiling value of layoff experience \( (l_{max}) \).

6. On July 24, 2007, the federal minimum wage was increased from $5.15 per hour to $5.85 per hour. Consider the effect of this increase on an unemployed job seeker. Using a job-search model, what is the effect on the probability of finding an acceptable job in any given period? How does this increase affect the expected duration of unemployment and the expected wage (once employed)?

**Selected Readings**


Workers as individuals, and society as a whole, are concerned with both the level and the dispersion of income in the economy. The level of income obviously determines the consumption of goods and services that individuals find it possible to enjoy. Concerns about the distribution of income stem from the importance that we, as individuals, place on our relative standing in society and the importance that our society, as a collective, places on equity.

For purposes of assessing issues of poverty and relative consumption opportunities, the distribution of family incomes is of interest. An examination of family incomes, however, involves an analysis of unearned as well as earned income; thus, it must incorporate discussions of inheritance, investment returns, welfare transfers, and tax policies. It must also deal with family size and how families are defined, formed, and dissolved. Many of these topics are beyond the scope of a labor economics text.

Consistent with our examination of the labor market, the focus of this chapter is on the distribution of earnings. While clearly only part of overall income, earnings are a reflection of marginal productivity; the investment in (and returns to) education, training, and migration activities; and the access to opportunities. This chapter begins with a discussion of how to conceptualize and measure the equality or inequality of earnings. We then describe how the earnings distribution in the United States has changed since 1980 using published data readily accessible to the student. Finally,
we analyze the basic forces that economists believe underlie these changes in earnings inequality.

### Measuring Inequality

To understand certain basic concepts related to the distribution of earnings, it is helpful to think in graphic terms. Consider a simple plotting of the number of people receiving each given level of earnings. If everyone had the same earnings, say $20,000 per year, there would be no dispersion. The graph of the earnings distribution would look like Figure 15.1.

If there were disparities in the earnings people received, these disparities could be relatively large or relatively small. If the average level of earnings were $20,000 and virtually all people received earnings very close to the average, the dispersion of earnings would be small. If the average were $20,000, but some made much more and some much less, the dispersion of earnings would be large. Figure 15.2 illustrates two hypothetical earnings distributions. While both

---

**Figure 15.1**

Earnings Distribution with Perfect Equality

---

1Ideally, the focus would be on total compensation so that the analyses would include employee benefits. As a practical matter, however, data on the value of employee benefits are not widely available in a form that permits an examination of their distribution either over time or across individuals. For a study that analyzes the dispersion in total compensation, see Brooks Pierce, “Compensation Inequality,” Quarterly Journal of Economics 116 (November 2001): 1493–1525. It is also important to keep in mind that earnings reflect both wages and hours worked; for a study suggesting that recent increases in leisure hours may have contributed to the rise in earnings inequality, see Mark Aguiar and Erik Hurst, “Measuring Trends in Leisure: The Allocation of Time Over Five Decades,” Quarterly Journal of Economics 122 (August 2007): 969–1006.
distributions are centered on the same average level ($20,000), distribution A exhibits smaller dispersion than distribution B. Earnings in B are more widely dispersed and thus exhibit a greater degree of inequality.\(^2\)

Graphs can help illustrate the concepts of dispersion, but they are a clumsy tool for measuring inequality. Various quantitative indicators of earnings inequality can be devised, and they all vary in ease of computation, ease of comprehension, and how accurately they represent the socially relevant dimensions of inequality.

The most obvious measure of inequality is the variance of the distribution. Variance is a common measure of dispersion calculated as follows:

\[
\text{Variance} = \frac{\sum_i (E_i - \bar{E})^2}{n}
\]  

where \(E_i\) represents the earnings of person \(i\) in the population, \(n\) represents the number of people in the population, \(\bar{E}\) is the mean level of earnings in the population,

---

\(^2\)A summary of various inequality measures can be found in Frank Levy and Richard J. Murnane, “U.S. Earnings Levels and Earnings Inequality: A Review of Recent Trends and Proposed Explanations,” *Journal of Economic Literature* 30 (September 1991): 1333–1381. It is also interesting to inquire whether the distribution of earnings is symmetric or not. If a distribution is symmetric, as in Figure 15.2, then as many people earn \$X less than average as earn \$X more than average. If not, we say it is skewed, meaning that one part of the distribution is bunched together and the other part is relatively dispersed. For example, many less-developed countries do not have a sizable middle class. Such countries have a huge number of very poor families and a tiny minority of very wealthy families (the distribution of income is highly skewed to the right).
and $\Sigma$ indicates that we are summing over all persons in the population. One problem with using the variance, however, is that it tends to rise as earnings grow larger. For example, if all earnings in the population were to double, so that the ratio of each person’s earnings to the mean (or to the earnings of anyone else for that matter) remained constant, the variance would quadruple. Variance is thus a better measure of the absolute than of the relative dispersion of earnings.

An alternative to the variance is the coefficient of variation: the square root of the variance (called the standard deviation) divided by the mean. If all earnings were to double, the coefficient of variation, unlike the variance, would remain unchanged. Because we must have access to the underlying data on each individual’s earnings to calculate the coefficient of variation, however, it is impractical to construct it from published data. Unless the coefficient of variation is itself published, or unless the researcher has access to the entire data set, other more readily constructed measures must be found.

The most widely used measures of earnings inequality start with ranking the population by earnings level and by establishing into which percentile a given level of earnings falls. For example, in 2008, men between the ages of 25 and 64 with earnings of $41,792 were at the median (50th percentile), meaning that half of all men earned less and half earned more. Men with earnings of $21,371 were at the 20th percentile of the earnings distribution (20 percent earned less; 80 percent earned more), while those with earnings of $76,441 were at the 80th percentile.

Having determined the earnings levels associated with each percentile, we can either compare the earnings levels associated with given percentiles or compare the share of total earnings received by each. Comparing shares of total income received by the top and bottom fifth (or “quintiles”) of households in the population is a widely used measure of income inequality. Using this measure, we find, for example, that in 2008, households in the top fifth of the income distribution received 50 percent of all income, while those in the bottom fifth received 3.4 percent.$^3$

Unfortunately, information on shares received by each segment of the distribution is not as readily available for individual earnings as it is for family income. Comparing the earnings level associated with each percentile is readily feasible, however. A commonly used measure of this sort is the ratio of earnings at, say, the 80th percentile to earnings at the 20th. Ratios such as this are intended to indicate how far apart the two ends of the earnings distribution are, and as a measure of dispersion, they are easily understood and readily computed.

How useful is it to know that in 2008, for example, men at the 80th percentile of the earnings distribution earned 3.58 times more than men at the 20th? In truth, the ratio in a given year is not very enlightening unless it is compared with something. One natural comparison is with ratios for prior years. An increase in these ratios over time, for example, would indicate that the earnings distribution was

---

$^3$U.S. Bureau of the Census, “Selected Measures of Household Income Dispersion: 1967 to 2008” Table A-3 (June 3, 2010). A more sophisticated measure would take into account the shares of income received by each of the five quintiles, and a way to quantify the deviation from strict equality (when the income share of each quintile is 20 percent) is discussed in Appendix 15A.
becoming stretched, so that the distance between the two ends was growing and earnings were becoming more unequally distributed.

As a rough measure of increasing distance between the two ends of the earnings distribution, the ratio of earnings at the 80th and 20th percentiles is satisfactory; however, this simple ratio is by no means a complete description of inequality. Its focus on earnings at two arbitrarily chosen points in the distribution ignores what happens on either side of the chosen percentiles. For example, if earnings at the 10th percentile fell and those at the 20th percentile rose, while all other earnings remained constant, the above ratio would decline even though the very lowest end of the distribution had moved down. Likewise, if earnings at the 20th and 80th percentiles were to remain the same, but earnings in between were to become much more similar, this step toward greater overall earnings equality would not be captured by the simple 80:20 ratio. In the next section, we will examine trends in ratios at other points in the earnings distribution (the 90:10 ratio, for example) to more closely examine distributional changes in the last three decades.

These drawbacks notwithstanding, we present in the next section descriptive data on changes in earnings inequality based on comparisons of earnings levels at the 80th and 20th percentiles of the distribution. While crude, these measures indicate that earnings became more unequal after 1980.

Table 15.1 displays changes in earnings inequality from 1980 to 2008 for men and women between the ages of 25 and 64 using the 80:20 ratio discussed earlier. Among men, earnings at the 80th percentile were constant (in 2008 dollars) from 1980 to 1990, but earnings at the 20th percentile fell during that period. The result was a big jump in the 80:20 ratio, from 3.08 to 3.52. After 1990, earnings at both percentiles rose modestly, until the start of the recession in 2008, when they both fell. After its rise throughout the 1980s, however, the 80:20 ratio has been more or less stable.

While earnings at the 20th percentile for women are so low that they are likely to be received by those working part-time (in 2005, for example, roughly 32 percent of women worked part-time), the overall changes in inequality are similar to those for men. Inequality rose during the 1980s, driven by earnings increases at

---

Table 15.1 displays changes in earnings inequality from 1980 to 2008 for men and women between the ages of 25 and 64 using the 80:20 ratio discussed earlier. Among men, earnings at the 80th percentile were constant (in 2008 dollars) from 1980 to 1990, but earnings at the 20th percentile fell during that period. The result was a big jump in the 80:20 ratio, from 3.08 to 3.52. After 1990, earnings at both percentiles rose modestly, until the start of the recession in 2008, when they both fell. After its rise throughout the 1980s, however, the 80:20 ratio has been more or less stable.

While earnings at the 20th percentile for women are so low that they are likely to be received by those working part-time (in 2005, for example, roughly 32 percent of women worked part-time), the overall changes in inequality are similar to those for men. Inequality rose during the 1980s, driven by earnings increases at

---

4Recall from the discussion of Table 2.2 that the Consumer Price Index, which we use in Table 15.1 to adjust all earnings figures to 2008 dollars, may overstate inflation by about one percentage point per year. If that is the case, then the real earnings of men at the 80th percentile grew by 21 percent (not the 5 percent shown in Table 15.1) from 1980 to 2005, for example, while those at the 20th percentile grew by 9 percent (instead of falling by 5 percent). The major point made in Table 15.1, however, is that the 80:20 ratio has grown for men over this period, and it is important to realize that the ratios in any given year are not affected by assumptions about inflation (because the same inflationary adjustments are made to both the numerator and the denominator of the ratio).
Chapter 15  Inequality in Earnings

The 80th percentile and earnings decreases at the 20th percentile. After 1990, inequality decreased as earnings at the 20th percentile rose relatively rapidly; both the increase in pay at this percentile and the overall decrease in inequality were larger for women than for men.

As discussed earlier, the 80:20 ratio does not tell the complete story about the growth in inequality. Specifically, the two points in the earnings distribution are arbitrarily chosen, and the ratio of earnings at these points does not capture what is happening both between these two percentiles and beyond them (that is, in the middle of the distribution and at either end). Table 15.2 provides a more detailed look at changes in earnings inequality from 1980 to 2008 by focusing on two aspects of change in inequality.

First, we want to know whether the changes in the upper end of the earnings distribution and the changes in the lower end are roughly similar; in other words, are both halves of the earnings distribution becoming more stretched? One way to obtain some insight into this question is to calculate the 80:50 and 50:20 ratios; both ratios indicate how earnings at the upper end (80th percentile) and lower end (20th percentile) are changing over time compared to the median (50th percentile). Inspecting the first three rows for both men and women in Table 15.2, it is clear that inequality in both halves grew during the 1980s, but that between 1990 and 2005, inequality in the upper half remained more or less constant while

Table 15.1

<table>
<thead>
<tr>
<th>Table 15.1</th>
<th>The Dispersion of Earnings by Gender, Ages 25–64, 1980–2008 (Expressed in 2008 Dollars)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Earnings at 80th Percentile (a)</td>
</tr>
<tr>
<td><strong>Men</strong></td>
<td></td>
</tr>
<tr>
<td>1980</td>
<td>74,411</td>
</tr>
<tr>
<td>1990</td>
<td>74,448</td>
</tr>
<tr>
<td>2005</td>
<td>78,217</td>
</tr>
<tr>
<td>2008</td>
<td>76,441</td>
</tr>
<tr>
<td><strong>Women</strong></td>
<td></td>
</tr>
<tr>
<td>1980</td>
<td>39,713</td>
</tr>
<tr>
<td>1990</td>
<td>45,007</td>
</tr>
<tr>
<td>2005</td>
<td>52,928</td>
</tr>
<tr>
<td>2008</td>
<td>51,902</td>
</tr>
</tbody>
</table>

Table 15.2


<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Men</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>80:20 (see Table 15.1)</td>
<td>3.08</td>
<td>3.52</td>
<td>3.41</td>
<td>3.58</td>
</tr>
<tr>
<td>80:50</td>
<td>1.53</td>
<td>1.74</td>
<td>1.77</td>
<td>1.83</td>
</tr>
<tr>
<td>50:20</td>
<td>2.01</td>
<td>2.03</td>
<td>1.93</td>
<td>1.96</td>
</tr>
<tr>
<td><strong>Women</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>80:20 (see Table 15.1)</td>
<td>3.70</td>
<td>4.60</td>
<td>3.94</td>
<td>3.87</td>
</tr>
<tr>
<td>80:50</td>
<td>1.66</td>
<td>1.79</td>
<td>1.78</td>
<td>1.72</td>
</tr>
<tr>
<td>50:20</td>
<td>2.24</td>
<td>2.57</td>
<td>2.22</td>
<td>2.25</td>
</tr>
<tr>
<td><strong>Men</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>90:10</td>
<td>4.68</td>
<td>7.31</td>
<td>7.97</td>
<td>8.47</td>
</tr>
<tr>
<td>90:50</td>
<td>1.87</td>
<td>2.14</td>
<td>2.49</td>
<td>2.51</td>
</tr>
<tr>
<td>50:10</td>
<td>2.50</td>
<td>3.41</td>
<td>3.20</td>
<td>3.37</td>
</tr>
<tr>
<td><strong>Women</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>90:10</td>
<td>9.12</td>
<td>13.88</td>
<td>9.74</td>
<td>9.64</td>
</tr>
<tr>
<td>90:50</td>
<td>2.07</td>
<td>2.27</td>
<td>2.34</td>
<td>2.34</td>
</tr>
<tr>
<td>50:10</td>
<td>4.41</td>
<td>6.12</td>
<td>4.16</td>
<td>4.13</td>
</tr>
</tbody>
</table>


it fell in the lower half. As the recession took hold in 2008, earnings inequality among men also grew in both halves of the earnings distribution (among women, inequality was more or less stable between 2005 and 2008).

Second, we might ask what was happening to earnings in each tail of the earnings distribution over this period. The 90:10 ratio represents a measure of inequality that focuses on the top and bottom 10 percent of the earnings distribution, and it can therefore shed light on changes beyond the 80:20 boundaries. Table 15.2 also contains (in the shaded rows) the 90:10 earnings ratio and its two components (90:50 and 50:10).

For the period from 1980 to 1990, the 90:10 ratios (and their components) tell the same story for men and women as did the 80:20 ratios; that is, earnings inequality clearly grew among both men and women during the 1980s, and it grew in both halves of the earnings distribution. However, while increases in the 90:50 and 80:50
ratios are roughly comparable, the 50:10 ratios increase much more markedly than the 50:20 ratios over the 1980s—indicating that the drop in relative earnings at the very bottom of the earnings distribution was especially pronounced.

After 1990, the 90:10 ratio fell for women but—unlike the 80:20 ratio—continued to rise for men. In the lower half of the distribution, the 50:10 ratios (like the 50:20 ratios) for both men and women were lower in 2005 than in 1990, indicating that earnings in the lower half of the earnings distribution became more equal during that period. By 2008, however, the 50:10 ratio for men was back almost to its level in 1990.

In the upper half of the earnings distribution, the 90:50 ratios for both men and women rose more after 1990 than did the 80:50 ratios. Clearly, then, both men and women at the very highest levels of earnings continued to experience increases (relative to the median) after 1990—increases that were not shared by those only slightly below them in the distribution.

To summarize, the tables reviewed earlier suggest the following major changes in earnings inequality since 1980:

a. There was an unambiguous increase in inequality during the 1980s, with earnings in both the upper and lower halves of the earnings distribution becoming more dispersed.

b. During the 1980s, there was an especially pronounced fall in relative earnings at the very bottom of the distribution (lowest 10th percentile), indicating downward pressures on the earnings of the lowest-skilled workers.

c. Since 1990, earnings have become less dispersed in the lower half of the earnings distribution, as earnings at the bottom have increased relative to the median (at least prior to the recession that started to take hold in 2008).

d. Since 1990, earnings at the 90th percentile have pulled farther away from the median than have earnings at the 80th percentile—which is indicative of continued increases in relative earnings at the very top of the earnings distribution.

(See Example 15.1 for an overall comparison of the level of earnings inequality across selected developed countries.)

Generally speaking, changes in the distribution of earnings since 1980 have occurred along two dimensions. One is the increased returns to investments in higher education, which have raised the relative earnings of those at the top of the distribution (those with higher levels of human capital). The other dimension is the growth in earnings disparities within human-capital groups, which stretches out the earnings at both the higher and lower ends of the distribution. In the next two sections, we will discuss changes in these two dimensions.

The Increased Returns to Higher Education

To illustrate the rising returns to higher education, let us focus first on male workers between the ages of 35 and 44 who are working full-time. As can be seen in the upper panel of Table 15.3, the real earnings of men in this age group with a college or graduate school education have risen since 1980—particularly among those
with graduate degrees—while those with a high school education or less have experienced decreases in real earnings. The earnings advantages of acquiring a bachelor’s degree or a graduate degree rose throughout the three decades after 1980, but the earnings advantages of obtaining a high school degree (as opposed to dropping out) did not change much over this period.

The rising returns to investing in a bachelor’s degree or a graduate degree are also observed for women, although the underlying changes within each level of education are different. The earnings of women with high school degrees actually rose in the 1980s, both absolutely and relative to those of dropouts, but because the earnings for those with bachelor’s and graduate degrees rose even more, the increased returns to higher education parallel those for men. Similar patterns are observed after 1990, and the returns to both bachelor’s and graduate degrees are higher now than in 1990. Contrary to the experience for men, however, the returns to completing high school also grew (although modestly) for women over this period.
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It is important to recall from chapter 9 that rising returns to higher education should call forth an increase in university students and an eventual shift in the supply curve of the college-educated to the right. Rightward supply-curve shifts will tend to moderate the wages commanded by the college-educated, so the fact that the earnings advantages they experienced after 1980 increased suggests that the rightward shifts in supply were smaller than the rightward shifts in demand. As seen in Example 15.2, important changes in office technology, which increased the demand for better-educated workers, were introduced in the early 1900s, but during that period, the supply response was such that the returns to education actually fell!

Growth of Earnings Dispersion within Human-Capital Groups

While one factor in the growing diversity of earnings is the enlarged gap between the average pay of more-educated and less-educated workers, another dimension of growing inequality is that earnings within narrowly defined human-capital groups became more diverse. To understand how this affects overall measures of inequality, suppose that those at the top of the earnings distribution are older

Table 15.3
Mean Earnings and the Returns to Education among Full-Time, Year-Round Workers between the Ages of 35 and 44 (Expressed in 2008 Dollars)

<table>
<thead>
<tr>
<th></th>
<th>Earnings</th>
<th>Earnings Ratios</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dropout ($)</td>
<td>H.S. Grad ($)</td>
</tr>
<tr>
<td>Men</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1980</td>
<td>38,357</td>
<td>53,518</td>
</tr>
<tr>
<td>1990</td>
<td>33,750</td>
<td>47,656</td>
</tr>
<tr>
<td>2005</td>
<td>32,247</td>
<td>46,431</td>
</tr>
<tr>
<td>2008</td>
<td>31,980</td>
<td>47,057</td>
</tr>
<tr>
<td>Women</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1980</td>
<td>23,732</td>
<td>30,676</td>
</tr>
<tr>
<td>1990</td>
<td>23,635</td>
<td>32,746</td>
</tr>
<tr>
<td>2005</td>
<td>22,310</td>
<td>32,290</td>
</tr>
<tr>
<td>2008</td>
<td>22,108</td>
<td>30,574</td>
</tr>
</tbody>
</table>

$^a$The data for 2005 and 2008 are a weighted average of earnings for those with various levels of graduate degrees; data for 1980 and 1990 are for those who completed more than four years of college.

EXAMPLE 15.2

Changes in the Premium to Education at the Beginning of the Twentieth Century

While the premium to education has recently risen and is currently relatively high, the premium appears to have been even higher at the beginning of the twentieth century. However, the premium did not stay high for too long because, despite increasing demand for educated workers, the supply increased at an even more rapid clip. In 1914, office workers, whose positions generally required a high school diploma, earned considerably more than less-educated manual workers. Female office workers earned 107 percent more than female production workers, while male office workers earned 70 percent more than male production workers. This premium fell rapidly during World War I and the early 1920s, so that by 1923, the high school premium was only 41 percent for females and merely 10 percent for males. These rates drifted just a little higher during the remainder of the 1920s and 1930s.

What makes these dramatically falling premiums for a high school degree so surprising is that changes in the economy were increasing the relative demand for these workers. New office machines (such as improved typewriters, adding machines, address machines, dictaphones, and mimeo machines) lowered the cost of information technology and increased the demand for a complementary factor of production: high school-educated office workers. In the two decades after 1910, office employment’s share of total employment in the United States rose by 47 percent.

Counteracting this demand shift, however, was an even more substantial shift in the supply of high school graduates, as high schools opened up to the masses throughout much of the country. Between 1910 and 1920, for example, high school enrollment rates climbed from 25 percent to 43 percent in New England and from 29 percent to 60 percent in the Pacific region. The internal combustion engine, paved roads, and consolidated school districts brought secondary education to rural areas for the first time during the 1920s. Within cities, schools moved away from offering only college preparatory courses and attracted more students. From 1910 to 1930, the share of the labor force made up of high school graduates increased by almost 130 percent.

Thus, relative growth in the demand for more-educated workers was similar in the early and late decades of the twentieth century, but changes in the premiums for education diverged. As emphasized throughout this text, supply and demand are important in understanding wages!


workers with college educations, while those at the bottom are younger workers who dropped out of high school. If earnings within each group become more diverse, some in the top earning group will become even better-paid, while some in the least-skilled group would have even lower wages; the end result would be an increase in the overall 80:20 or 90:10 ratio.

To get a sense of earnings differences within human-capital groups, Table 15.4 divides men into six groups, defined by age and education, and displays the earnings ratios of those at the 80th percentile to those at the 20th percentile inside of
Table 15.4

Ratio of Earnings at the 80th to 20th Percentiles for Males, by Age and Education, 1980–2008

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Male Bachelor’s Graduates</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ages 25–34</td>
<td>2.27</td>
<td>2.49</td>
<td>2.88</td>
<td>2.69</td>
</tr>
<tr>
<td>35–44</td>
<td>2.47</td>
<td>2.52</td>
<td>2.78</td>
<td>2.89</td>
</tr>
<tr>
<td>45–54</td>
<td>2.62</td>
<td>2.93</td>
<td>3.00</td>
<td>3.11</td>
</tr>
<tr>
<td><strong>Male High School Graduates</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ages 25–34</td>
<td>2.47</td>
<td>2.78</td>
<td>2.80</td>
<td>2.74</td>
</tr>
<tr>
<td>35–44</td>
<td>2.48</td>
<td>2.85</td>
<td>2.65</td>
<td>2.93</td>
</tr>
<tr>
<td>45–54</td>
<td>2.45</td>
<td>2.75</td>
<td>2.73</td>
<td>2.93</td>
</tr>
</tbody>
</table>


Among college graduates, earnings disparities grew throughout the three decades in each age group. Earnings disparities also grew among high school graduates in the 1980s, but afterward, they tended to stabilize or even shrink—until the recession in 2008 caused a growth in disparities among older men. Thus, it is likely that the growth in earnings disparities within human-capital groups played a role in generating overall earnings inequality during the 1980s and afterward.6

The Underlying Causes of Growing Inequality

The major phenomenon we must explain is the widening gap between the wages of highly educated and less-educated workers, and our basic economic model suggests three possible causes. First, the supply of less-educated workers might

---

5The focus is on men because the 80:20 ratios for women are heavily influenced by part-time earnings at the lower end of the earnings distribution.

have risen faster than the supply of college graduates, driving down the relative wages of less-skilled workers. Second, the demand for more-educated workers might have increased relative to the demand for less-educated workers. Finally, changes in institutional forces, such as the minimum wage or the decline in unions, might have reduced the relative wages of less-educated workers. We discuss these possibilities here.

**Changes in Supply**

In reality, shifts in supply and demand curves, and even changes in the influence of institutions, occur both simultaneously and continually. Sophisticated statistical studies can often sort through the possible influences underlying a change and estimate the separate contributions of each. For the most part, however, the details of these studies are beyond the scope of this text; instead, our focus will be on identifying the dominant forces behind the growth of wage inequality in recent years.

For the market-clearing wage rate of a particular group of workers to be reduced primarily by a shift in supply, that shift must be rightward and therefore accompanied by an increase in employment (see panel a of Figure 15.3 for a graphic illustration). Conversely, if a leftward shift in the supply curve is the dominant cause of a wage increase, this wage increase will be accompanied by a decrease in the market-clearing level of employment (see panel b of Figure 15.3).
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Other things equal, the larger these shifts are, the larger will be the effects on the equilibrium wage.

The major phenomenon we are trying to explain is the increasing gap between the wages of highly educated and less-educated workers. If supply shifts are primarily responsible, we should observe that the employment of less-educated workers increased relative to the employment of the college-educated workforce. Table 15.5 contains data indicating that supply shifts could not have been the primary cause. Comparing the employment shares of those whose relative earnings rose after 1980 (rows A to D) to the employment shares of those whose earnings fell (rows E to H), it is clear that earnings and employment increases were positively correlated. The groups that experienced increases in their relative earnings also experienced more rapid employment growth, and the groups whose earnings fell also experienced falling shares of employment. Thus, shifts in supply cannot be the dominant explanation for the growing returns to education.7

To say that shifts in supply were not the dominant influence underlying the increased returns to education is not to say, of course, that they had no effect at all. We saw in chapter 10 that immigration to the United States rose during the period

---

### Table 15.5


<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>A. Men with graduate degree (%)</td>
<td>9.1</td>
<td>10.5</td>
<td>11.6</td>
<td>12.2</td>
</tr>
<tr>
<td>B. Men with bachelor's degree (%)</td>
<td>11.4</td>
<td>14.0</td>
<td>20.5</td>
<td>21.0</td>
</tr>
<tr>
<td>C. Women with graduate degree (%)</td>
<td>5.7</td>
<td>8.2</td>
<td>11.1</td>
<td>12.7</td>
</tr>
<tr>
<td>D. Women with bachelor's degree (%)</td>
<td>10.3</td>
<td>13.9</td>
<td>21.8</td>
<td>22.8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Groups Whose Relative Earnings Fell</th>
</tr>
</thead>
<tbody>
<tr>
<td>E. Men with high school degree (%)</td>
</tr>
<tr>
<td>F. Male dropouts (%)</td>
</tr>
<tr>
<td>G. Women with high school degree (%)</td>
</tr>
<tr>
<td>H. Female dropouts (%)</td>
</tr>
</tbody>
</table>


---

The Underlying Causes of Growing Inequality

and that it was especially heavy among unskilled, less-educated workers—the very groups whose relative earnings fell most during that period. One study has estimated that one-third of the decreased relative wages of high school dropouts (a group that has done particularly poorly since 1980) was caused by immigration. Because of immigration, then, the percentage of less-skilled workers in the labor force fell less than it would otherwise have fallen, and therefore, the supply-related upward pressures on unskilled wages were probably smaller.

Changes in Demand: Technological Change

The fact that human-capital groups whose earnings were experiencing faster growth also experienced relative gains in employment suggests that shifts in labor demand curves were a prominent factor raising inequality since 1980. Rightward shifts in the labor demand curve will, other things equal, result in both increased wages and increased employment, while leftward shifts will reduce both wages and employment. Thus, the data in Table 15.5 are consistent with a rightward shift in the demand for workers with a university education and a leftward shift in the demand for workers with a high school education or less.

Economists generally agree that one phenomenon underlying these shifts in labor demand is “skill-biased technological change”—technological change that increased the productivity of highly skilled workers and reduced the need for low-skilled workers. During the 1980s, firms in virtually every industry adopted production and office systems that relied on the computerization of many functions. “High-tech” investments—in robots, automated measuring devices, data-management systems, word-processing, and communications networks, for example—far outstripped conventional forms of mechanization, such as larger or faster machines. The percentage of workers using computers in their jobs rose from 25 percent in 1984, to 37 percent in 1989, to 47 percent in 1993. There are good reasons to suspect that, generally speaking, the computerization of many processes increased the demand for highly skilled workers and reduced the demand for others.

---
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As noted in chapter 4, technological change is equivalent to a decrease in the price of capital, and the effects on the demand for labor depend on the relative size of scale and substitution effects. If a category of labor is a complement in production with the capital whose price has been reduced, or if it is a substitute in production but a gross complement, then technological change will increase the demand for that category. If the category of labor is a gross substitute with capital, however, then technological change will reduce its demand. We know from chapter 4 that, at least in recent decades, capital and skilled labor tend to be gross complements, while capital and less-skilled labor are more likely to be gross substitutes. If these generalizations apply to high-tech capital, then the falling price of such capital, and its consequent spread, would have shifted the demand curve for skilled workers to the right and the demand curve for less-skilled workers to the left.

It appears that the industries with the largest increases in high-tech capital were those with the highest proportions of college-educated workers, and that computer usage in 1993 was far higher among the college-educated (at 70 percent) than among high school graduates (35 percent). Furthermore, those who used computers apparently had increased productivity, as it is estimated that they received 20 percent higher wages than they otherwise would have received—a differential that grew between 1984 and 1993.10

Finally, the rapidity and scope of workplace technological change associated with the introduction of computerized processes required workers to acquire new skills (even ones current students think of as elementary, such as learning to type or how to use various computer programs). We saw in chapter 9 that the costs of learning a new skill are not the same for everyone; those who learn most quickly tend to have the lowest psychic costs of learning. The abrupt need to learn new skills, combined with differential learning costs across workers, generated two sources of greater inequality.

First, as suggested by economic theory, those with lower learning costs are likely to invest more in education, so it would not be surprising to find that workers with more schooling were the ones who adapted more quickly to the new, high-tech environment. Second, even within human-capital groups, the psychic costs of learning cause some workers to be more resistant to change than others. During a period of rapid change, as some adapt more quickly and completely than others, it is quite likely that earnings disparities within human-capital groups will grow.

The view that the falling price and greater use of high-tech capital increased the demand for skilled workers across the board seems generally consistent with the changing inequality in the 1980s. Earnings rose for the highly skilled and fell for the less-skilled, and they became more dispersed within both the high- and low-skilled human-capital groups (and more dispersed within both the upper and lower halves of the earnings distribution). However, if the introduction of high-tech capital raised the demand for skill at every level, how do we account

for the fact that the earnings advantage of staying in high school stayed more or less constant, at least for men? Furthermore, if rapid technological change—which continued after 1990—increased the demand for skills across the board, how do we account for reduced inequality in the lower half of the earnings distribution (and within less-educated, human-capital groups) after 1990?

Recent work by economists suggests that the high-tech revolution might have had effects on the demand for labor that were more complex than simply increasing the demand for skilled workers. Instead, it may be that computerized technologies were readily substituted for labor in processes that were routine in nature: feeding machines, making accounting calculations, typing correspondence, inspecting manufactured products for defects, processing customer orders, and so forth. Computers, however, cannot replace the abstract and interpersonal skills used by the highly educated—nor can they replace the nonroutine manual skills used in many very low-skilled jobs (parking lot attendants, landscaping workers, hospital aides, and restaurant servers). Thus, it is possible that computerization had a polarizing effect on job growth, reducing the demand for many factory and clerical workers, whose earnings were in the middle of the distribution, and increasing the demand for both the highly educated and (through the scale effect) those in nonroutine manual jobs—many of whom are among the lowest paid.

Some support for the hypothesis that technological change has had a polarizing effect on employment can be seen in Table 15.6, which contains changes in the share of total employment in four occupational groups: managers, professionals, office and administrative support workers, and service workers (those in health-care support, protective services, food preparation, and custodial or personal-care

<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Managers ($1,138)</td>
<td>10.7 12.6 15.4</td>
</tr>
<tr>
<td>Professionals ($994)</td>
<td>12.7 13.4 21.9</td>
</tr>
<tr>
<td>Office and Administrative Support ($612)</td>
<td>16.3 15.8 13.0</td>
</tr>
<tr>
<td>Service ($470)</td>
<td>13.7 13.4 17.6</td>
</tr>
</tbody>
</table>


jobs). Consistent with the polarization hypothesis, from 1983 to 2005, the share of workers who are managers or professionals rose, the share of workers in office and administrative support jobs declined, and the share of service workers increased. Thus, it is possible that increased demand for jobs at the lower end of the earnings distribution—especially after 1990—played a role in reducing inequality in the lower half of the earnings distribution in recent years.

Changes in Demand: Earnings Instability

As argued earlier, technological change appears to have played a critical role in changing the market wages for workers of various skill levels since 1980. However, the technological developments just described, coupled with growing competition within product markets through deregulation and the globalization of production (see chapter 16), also may have led to a growth in the instability of earnings for individual workers. In periods of rapid change, some firms grow while others die, and some workers work overtime while others are laid off. Any growth in the instability of earnings—the year-to-year fluctuations in earnings of individual workers—could also have contributed to the growth of earnings inequality that we have documented.

To see how earnings instability can affect measured earnings inequality, let us focus on the lower fifth of the earnings distribution. Assume, initially, that each worker in this lowest quintile had earnings that did not vary from year to year. Then suppose that technological or product-market changes cause the earnings of these workers to fluctuate; in some years, half (say) of these workers are unlucky and experience unemployment that reduces their earnings, while the other half are lucky enough to experience temporary earnings increases through overtime work or profit-sharing bonuses. The average pay among this lower fifth of the earnings distribution might not change, but the earnings at the 10th percentile would fall (reflecting the experience of the unlucky workers) while earnings at the 20th percentile would rise. If earnings instability in the upper quintile of the distribution did not change, the 80:20 ratio would shrink but the 90:10 ratio would grow.

A recent study has found evidence that the degree of earnings instability is higher now than in 1980, particularly in the lower end of the earnings distribution. Most of this increase occurred from 1980 to 1990, and degree of instability since then has been maintained but has not trended upward.

12These four groups were selected because their definitions were essentially unchanged from 1983 to the present. Other groupings were changed over that period, making comparisons using published data infeasible.


14For a more detailed analysis of this potential explanation for growing inequality, see Peter Gottschalk and Robert Moffitt, “The Rising Instability of U.S. Earnings,” Journal of Economic Perspectives 23 (Fall 2009): 3–24. The “earnings instability” explanation for increased inequality might also explain the rise in inequality among men from 2005 to 2008—because during the recession that began in 2008, men in the lower part of the earnings distribution were especially prone to layoff.
Changes in Institutional Forces

In addition to the market forces of demand and supply, two other causes of growing earnings inequality have been considered by economists: the decline of unions and the fact that the minimum wage was held constant over much of the period since 1980, while wages in general rose. Because unionized workers tended to have earnings in the middle of the distribution, the decline in unions could have served to increase the 80:50 or 90:50 ratios, while a falling real minimum wage could have reduced wages at the very bottom of the earning distribution—which, other things equal, would increase the 50:20 or 50:10 ratios.

There are two a priori reasons to doubt that the decline of labor unions has been a significant causal factor of the increased returns to education after 1980. First, as noted in chapter 13, the declining share of unionized workers in the United States is a phenomenon that started in the 1950s and has continued unabated throughout each decade—even in the 1970s, when the returns to education fell (see chapter 9). Second, women are less highly unionized than men (see chapter 13), and the fall in their rates of unionization has been considerably smaller, yet increases in the returns to education were as large among women as among men, or larger, after 1980.

Studies that have estimated the effects of declining unionization on wage inequality generally conclude that it explains perhaps 20 percent of the growth in inequality for men (but not women) in the 1980s but played no important role after 1990. These carefully produced findings are consistent with the summary observations, made earlier, that growth in the 80:50 ratio, which was sizable in the 1980s, stopped after 1990—and that increases in the 90:50 ratio after 1990 were thus a function only of rising relative earnings at the very top of the distribution (which unionization does not affect).

Another institutional factor that has been considered as a possible explanation for the rising returns to education is the declining real level of the minimum wage, especially during the 1980s. In 1981, the minimum wage was set at $3.35 per hour, which was 45 percent of the average wage for nonsupervisory workers in manufacturing. The nominal minimum wage was held constant throughout the rest of the 1980s, and with increases in wages generally, the legal minimum had fallen to about one-third of the average wage by the time it was again increased in the early 1990s. This decline in the real minimum wage appears to explain the sharp fall in relative earnings at the very bottom of the earnings distribution during the 1980s. However,
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EMPIRICAL STUDY

Do Parents’ Earnings Determine the Earnings of Their Children? The Use of Intergenerational Data in Studying Economic Mobility

While our analysis of earnings inequality has focused on the distribution of earnings at a point in time, another important aspect of inequality is the opportunity for children—especially in households at the bottom of the earnings distribution—to improve on the economic status of their parents. Put differently, a country with growing earnings inequality is likely to be more concerned about this trend if children appear to inherit the earnings inequality of their parents; the country might be less concerned if access to education and job opportunities are such that they offer significant chances for upward mobility.

Studying intergenerational mobility requires a data set with the unusual property that it contains earnings data on both parents and their adult children. When such data can be found, the heart of the statistical analysis is to measure the elasticity of the children’s earnings with respect to the earnings of their parents. That is, if the parents’ earnings were to rise by 10 percent, by what percentage do we expect their children’s earnings to rise? An elasticity of unity implies a very rigid earnings distribution across generations, in that earnings differences across one generation are completely inherited by the next. An elasticity of zero would mean that there is no correlation between the earnings of parents and children and that earnings status is not passed from one generation to another.

The above elasticities can be estimated using regression analysis, in which the dependent variable is the earnings of the child and the independent variables include earnings of the parent. Of course, earnings of both parent and child will vary year by year, owing to such transitory factors as unemployment, illness, family problems, and overall economic activity. Thus, we would like our measure of parental earnings to reflect their permanent—or long-run average—earnings level. If the data are such that only one or two years of parental earnings are available to researchers, the regression procedure will yield estimated elasticities that are biased toward zero by the errors in variables problem (discussed in the empirical study of chapter 8). This is a serious problem for studying intergenerational mobility, because an elasticity of zero implies substantial intergenerational mobility, and it may lead us to conclude that a society permits substantial upward mobility when in fact it does not.

Estimates of the elasticity of American sons’ earnings with respect to those of their fathers offer a good example of this statistical problem. When just one year of the father’s income is used, the
estimated elasticity is in the range of 0.25 to 0.35. When a 5-year average of fathers’ earnings is used, the estimated elasticity rises to roughly 0.40—and when the data permit a 16-year average to be used, the estimated elasticity is 0.60.

Thus, as data sets have been improved to permit more years of observations on the earnings of fathers, estimated elasticities have risen and economists have become more pessimistic about the extent of upward mobility in the United States. The most recent estimates imply that if the earnings gap between high- and low-earning men were currently 200 percent, the gap between the earnings of their sons 25 or 30 years from now would be about 120 percent if other factors affecting earnings were held constant.


the increasing equality in the lower half of the earnings distribution and the relative wage growth in the very upper tail suggest that declines in the real minimum wage—which were once again marked after 1997—did not play much of a role after 1990.

---

**Review Questions**

1. Analyze how increasing the investment tax credit given to firms that make expenditures on new capital affects the dispersion of earnings. (For a review of relevant concepts, see chapter 4.)

2. Assume that the “comparable worth” remedy for wage discrimination against women will require governmental and large private employers to increase the wages they pay to women in female-dominated jobs. The remedy will not apply to small firms. Given what you learned earlier about wages by firm size and in female-dominated jobs, analyze the effects of comparable worth on earnings inequality among women. (For a review of relevant concepts, see chapter 12.)

3. One of organized labor’s primary objectives is legislation forbidding employers to replace workers who are on strike. If such legislation passes, what will be its effects on earnings inequality? (For a review of relevant concepts, see chapter 13.)

4. Proposals to tax health and other employee benefits, which are not now subject to the income tax, have been made in recent years. Assuming that more highly paid workers have higher employee benefits, analyze the effects on earnings inequality if these tax proposals are adopted. (For a review of relevant concepts, see chapter 8.)

5. “The labor supply responses to programs designed to help equalize incomes can either narrow or widen the dispersion of earnings.” Comment on this statement in the context of an increase in the subsidy paid under a “negative income tax” program to those who do not work. Assume that this program creates an effective wage that is greater than zero but less than the market wage, and
assume that this effective wage is unchanged by the increased subsidy to those who do not work. (For a review of relevant concepts, see chapter 6.)

6. Discuss the role of geographic mobility in decreasing or increasing the dispersion of earnings. (For a review of the relevant concepts, see chapter 10.)

7. Suppose a country’s government is concerned about growing inequality of incomes and wants to undertake a program that will increase the total earnings of the unskilled. It is considering two alternative changes to its current payroll tax, which is levied on employers as a percentage of the first $100,000 of employee earnings:
   a. Extending employer payroll taxes to all earnings over $100,000 per year and increasing the cost of capital by eliminating certain tax deductions related to plant and equipment.
   b. Reducing to zero employer payroll taxes on the first $30,000 of earnings but continuing the payroll tax on all employee earnings between $30,000 and $100,000 (there would be no taxes on earnings above $100,000).

   Analyze proposal a and proposal b separately (one, but not both, will be adopted). Which is more likely to accomplish the aim of increasing the earnings of the unskilled? Why?

8. One economist has observed that by age 20, the cognitive and noncognitive skills of people are set in such a way that those who are not good at learning new skills or concepts cannot be helped much by education or training programs. Assuming this observation is true, use economic theory to analyze its implications for the issue of earnings inequality in the world today.

Problems

1. (Appendix) Ten college seniors have accepted job offers for the year after they graduate. Their starting salaries are given here. Organize the data into quintiles and then, using these data, draw the Lorenz curve for this group. Finally, calculate the relevant Gini coefficient.

   Becky $42,000
   Billy $20,000
   Charlie $31,000
   Kasia $24,000
   Nina $34,000
   Raul $37,000
   Rose $29,000
   Thomas $35,000
   Willis $60,000
   Yukiko $32,000

2. Suppose that the wage distribution for a small town is given here.

<table>
<thead>
<tr>
<th>Sector</th>
<th>Number of Workers</th>
<th>Wage ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>50</td>
<td>10 per hour</td>
</tr>
<tr>
<td>B</td>
<td>25</td>
<td>5 per hour</td>
</tr>
<tr>
<td>C</td>
<td>25</td>
<td>5 per hour</td>
</tr>
</tbody>
</table>

   Assume a minimum wage law is passed that doesn’t affect the market in high-wage sector A but boosts wages to $7 per hour in sector B, the covered sector, while reducing employment to 20. Displaced workers in sector B move into the uncovered sector, C, where wages fall to $4.50 per hour as employment grows to 30. Has wage inequality risen or fallen? Explain.
3. The following table gives the average wage rate for the indicated percentiles of the wage distribution for customer service representatives in New York City.

<table>
<thead>
<tr>
<th>Percentile</th>
<th>1990</th>
<th>2005</th>
</tr>
</thead>
<tbody>
<tr>
<td>10th</td>
<td>$9.13</td>
<td>$10.51</td>
</tr>
<tr>
<td>50th</td>
<td>$11.23</td>
<td>$12.15</td>
</tr>
<tr>
<td>90th</td>
<td>$13.98</td>
<td>$14.78</td>
</tr>
</tbody>
</table>

a. Calculate the earnings ratios at various percentiles of the earnings distribution for both years.
b. Describe the changes in wage inequality in this local labor market.

4. Calculate the coefficient of variation for the workers listed in Problem 1.

5. (Appendix) The following table gives data on the shares of household income by quintile in the United States in 2005. Draw the Lorenz curve, and calculate the Gini coefficient.

<table>
<thead>
<tr>
<th>Quintile</th>
<th>Percent Share of Income</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lowest</td>
<td>3.4</td>
</tr>
<tr>
<td>Second</td>
<td>8.6</td>
</tr>
<tr>
<td>Third</td>
<td>14.6</td>
</tr>
<tr>
<td>Fourth</td>
<td>23.0</td>
</tr>
<tr>
<td>Highest</td>
<td>50.4</td>
</tr>
</tbody>
</table>

Selected Readings


The most commonly used measures of distributional inequality involve grouping the distribution into deciles or quintiles and comparing the earnings (or income) received by each. As we did in the main body of this chapter, we can compare the earnings levels at points high in the distribution (the 80th percentile, say) with points at the low end (the 20th percentile, for example). A richer and more fully descriptive measure, however, employs data on the share of total earnings or income received by those in each group.

Suppose that each household in the population has the same income. In this case of perfect equality, each fifth of the population receives a fifth of the total income. In graphic terms, this equality can be shown by the straight line $AB$ in Figure 15A.1, which plots the cumulative share of income (vertical axis) received by each quintile and the ones below it (horizontal axis). Thus, the first quintile (with a 0.2 share, or 20 percent of all households) would receive a 0.2 share (20 percent) of total income, the first and second quintiles (four-tenths of the population) would receive four-tenths of total income, and so forth.

If the distribution of income is not perfectly equal, then the curve connecting the cumulative percentages of income received by the cumulated quintiles—the Lorenz curve—is convex and lies below the line of perfect equality. For example, in 2002, the lowest fifth of U.S. households received 3.5 percent of total income, the second fifth received 8.8 percent, the third fifth 14.8 percent, the next fifth 23.3 percent, and the highest fifth 49.7 percent. Plotting the cumulative data in Figure 15A.1 yields Lorenz curve $ACDEFB$. This curve displays the convexity we would expect from the clearly unequal distribution of household income in the United States.
Comparing the equality of two different income distributions results in unambiguous conclusions if one Lorenz curve lies completely inside the other (closer to the line of perfect equality). If, for example, we were interested in comparing the American income distributions of 1980 and 2002, we could observe that plotting the 1980 data results in a Lorenz curve, $AcdefB$ in Figure 15A.1, that lies everywhere closer to the line of perfect equality than the one for 2002.

If two Lorenz curves cross, however, conclusions about which one represents greater equality are not possible. Comparing curves $A$ and $B$ in Figure 15A.2, for example, we can see that the distribution represented by $A$ has a lower proportion of total income received by the poorest quintile than does the distribution represented by curve $B$; however, the cumulative share of income received by the lowest two quintiles (taken together) is equal for $A$ and $B$, and the cumulative proportions received by the bottom three and bottom four quintiles are higher for $A$ than for $B$. 
Another measure of inequality, which seems at first glance to yield unambiguously answers when various distributions are compared, is the Gini coefficient: the ratio of the area between the Lorenz curve and the line of perfect equality (for 2002, the shaded area labeled $Y$ in Figure 15A.1) to the total area under the line of perfect equality. Obviously, with perfect equality, the Gini coefficient would equal zero.

One way to calculate the Gini coefficient is to split the area under the Lorenz curve into a series of triangles and rectangles, as shown in Figure 15A.3 (which repeats the Lorenz curve for 2002 shown in Figure 15A.1). Each triangle has a base equal to 0.2—the horizontal distance for each of the five quintiles—and a height equal to the percentage of income received by that quintile (the cumulative percentage less the percentages received by lower quintiles). Because the base of each triangle is the same and their heights sum to unity, the sum of the areas of each triangle is always equal to $0.5 \times 0.2 \times 1.0 = 0.1$ (one-half base times height).

The rectangles in Figure 15A.3 all have one side equal to 0.2 and another equal to the cumulated percentages of total income received by the previous quintiles. Rectangle $Q_1CC'Q_2$, for example, has an area of $0.2 \times 0.035 = 0.007$, while $Q_2DD'Q_3$ has an area of $0.2 \times 0.123 = 0.0246$. Analogously, $Q_3EE'Q_4$ has an area of 0.0542 and
The area under the Lorenz curve in Figure 15A.3 is thus 0.1866 + 0.1 = 0.2866. Given that the total area under the line of perfect equality is 0.5 \times 1 \times 1 = 0.5, the Gini coefficient for 2002 is calculated as follows:

\[
Gini \text{ coefficient (1992)} = \frac{0.5 - 0.2866}{0.5} = 0.4268 \quad (15A.1)
\]

For comparison purposes, the Gini coefficient for the income distribution in 1980 can be calculated as 0.3768—which, because it lies closer to zero than the Gini coefficient for 2002, is evidence of greater equality in 1980.

Unfortunately, the Gini coefficient will become smaller when the rich give up some of their income to the middle class as well as when they give up income in favor of the poor. Thus, the Gini coefficient may yield a “definitive” answer about comparative equality when none is warranted. As we saw in the case of Figure 15A.2, in which the Lorenz curves being compared cross, judging the relative equality of two distributions is not always susceptible of an unambiguous answer.
To this point in the appendix, we have analyzed the Lorenz curve and Gini coefficient in terms of *household income* for the simple reason that published data permit these calculations. The underlying data on the *shares of individual earnings* are not published, but the Gini coefficients associated with earnings distributions were published on a comparable basis from 1967 to 1992. The Gini coefficients for the *earnings* distributions of both men and women who worked full-time year-round were relatively stagnant in the 1970s but rose roughly 15 percent in the 1980s.¹

Countries have traditionally protected many of their industries from competition with foreign firms by imposing taxes ("tariffs") or quotas on their imports. In recent years, the restrictions on imports have been eased in many places, usually by mutual agreement with one or more trading partners. Furthermore, recent developments in telecommunications have created the ability to communicate virtually instantaneously across the entire world, which has greatly expanded the possibilities for producing goods and services in locations that are remote from the customer. As a result of these changes, the increased movement of goods, services, financial resources, and information flows across international borders has been significant.

In the United States, for example, imports of goods and services from foreign countries constituted less than 10 percent of all purchases in 1985, but by 2008, roughly 17 percent of American purchases were of goods or services produced elsewhere. Likewise, in 1985, about 7 percent of goods and services produced in the United States were sold to those in other countries, and in 2008, 13 percent of American output was sold abroad.\(^1\) It is also increasingly unclear just what “American” output is; for example, the laptop computers sold by an American company may be designed in the
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United States, use a microprocessor made in Costa Rica or Malaysia, have a keyboard manufactured in Korea, be assembled in Taiwan, and be supported by a telephone help-line staffed by technicians in India! This geographic dispersion of the various steps in the production process has been called “production sharing.”

The increased movement of components, services, and final goods across international borders has led to concerns that highly paid American workers now face increased competition from a huge number of lower-paid foreigners, that production sharing means their work is being outsourced (or “offshored”) to other countries, and that their jobs are thereby being destroyed and their wages reduced. The implication of these assertions is typically that American workers—or at least a large segment of them—are being made worse off by a more integrated world economy.

This chapter will use economic concepts developed earlier in the text to analyze the labor-market effects of increased trade, in both products and factors of production, with other countries. As with chapter 15, our goal is to provide an analysis of a much-discussed topic in a way that uses and reviews concepts developed throughout the book—and our analysis will utilize both positive and normative concepts. We start with an examination of just why trade among individuals or firms, whether within a country or between countries, takes place.

**Why Does Trade Take Place?**

We emphasized in chapter 1 that the function of a market is to facilitate mutually beneficial transactions. These transactions will be socially beneficial (Pareto-improving) if some gain and no one loses—a state that can be reached if those who gain are willing to compensate anyone who loses. Because transactions across international borders—just as those within a country—take place among individuals, we must understand the motivations of these decision-makers.

**Trade between Individuals and the Principle of Comparative Advantage**

Every individual household, as we saw in chapter 7, faces a variety of make-or-buy decisions on almost a daily basis. We must decide what daily tasks to do ourselves and which we want to outsource to (buy from) others. Do we assemble food and make a meal ourselves or do we buy it from a restaurant? Do we spend two days painting our living room or do we hire a painter? Do we change the oil in our car, prepare our own income tax forms, mow our lawn, and/or care for an aging parent—or do we pay others to perform these chores?

Make-or-buy decisions are made by weighing the opportunity costs of doing tasks ourselves against the costs of buying the goods or services from others. If we decide to specialize in one activity and buy the rest from others, we are
engaging in trade; that is, we are selling the work in which we specialize and using the money obtained to buy other goods or services from outsiders.

Performing all the household activities listed above by ourselves would entail two types of costs. First, we are not specialists in all these tasks, so if we did them all ourselves, we might end up with inferior outcomes. Second, if we did them ourselves, we would give up the opportunity to spend our time in other ways, which may be either more productive or more pleasant. For example, does a lawyer who can earn $400 per day really want to spend two days painting her living room when she can hire a painter for $120 per day?

To better understand the factors influencing these make-or-buy decisions, let us take a simple example. Suppose that Doris is the lawyer mentioned above and that she lives across the street from Daryl, who is self-employed doing shoe-repair work. Doris can earn $400 per day, and currently, she is in need of three new suits to wear. Both Doris and Daryl can sew, although at different speeds, and Doris is trying to decide whether she should make the suits or buy them from Daryl.

If Doris took time from her work as a lawyer and sewed full-time, she could make the three suits in a week. Thus, she will calculate that her three suits would cost $2,000 (plus the cost of materials), because she would forgo five days of work as a lawyer at $400 per day. Clearly, unless she really loves to sew, she would be happy to buy her suits from Daryl if he charged her less than $2,000 for his labor.

Daryl is less talented. He can earn only $120 per day, and while he can sew competently, it would take him two weeks of full-time sewing to produce three suits of the quality Doris wants. If he decides to sew, he will give up two weeks of work—or $1,200 (10 days of work at $120 per day). Note, however, that his opportunity cost of making suits is much less than Doris’s opportunity cost of $2,000.

If Daryl agreed to make the three suits and charge $1,500 (say) for his labor, both would be better off. Daryl would earn $300 more than he normally would by repairing shoes, and Doris would save $500 compared to sewing the suits herself. Not only are both individuals better off, society’s output is enhanced if Doris specializes in legal work and buys her suits from Daryl! When Daryl makes the suits, society loses his alternative output, which is valued at $1,200. If Doris were to make the suits, society would lose $2,000 of legal services. Thus, it is less costly from a social perspective if Daryl makes the suits.

The inquisitive reader will see an interesting puzzle in this example. Daryl is much less productive in everything than is Doris—he can earn less in his alternative activities and he sews more slowly—yet, he ends up with demand for his services as a tailor! Why? The first step in make-or-buy decisions is for each party to perform an internal comparison: individuals must consider their own opportunity costs of producing the good or service in question. Put differently, because those trying to decide whether to make or buy some good cannot do two things at once, they must first calculate the value of the activity they would have to give up if they were to make that good.

In the earlier example, Daryl would calculate that the labor cost of his making the three suits is $1,200, while Doris calculates that her cost is $2,000. Once
they make their internal calculations, they are in a position to negotiate with each other to see if there is a mutually beneficial trade that both can agree to. Even though Doris can make suits faster than Daryl, her opportunity costs are higher because she is so much more productive at her alternative activity (legal services) than he is at his (shoe repair). Economists would thus conclude that Daryl has the comparative advantage in making suits. That is, his opportunity cost (his value of lost production) in making suits is less than hers—and because their opportunity costs differ, there is room for a mutually beneficial trade to take place.

This principle of comparative advantage underlies all decisions about trading with others. Generally speaking, individuals have a strong incentive to specialize in the production of goods or services in which they have a comparative advantage and buy from others the goods or services they would find more expensive to produce themselves.

The Incentives for Trade across Different Countries

If trade among individuals within a city, state, or country can benefit both the individuals and society at large, can transactions among individuals or firms across international borders have similar benefits? Economists generally agree that international trade has the potential for enlarging the output of the countries engaging in it, although there is much debate about whether that potential is realized in practice. To understand the debate, we must first ask ourselves why economic theory considers trade between two countries to be potentially beneficial to both. Whereas our analysis in the prior section was conducted at the level of individuals, the analysis in this section is at the aggregate (country) level.

Production Possibilities without Trade

Let us assume that in the past, trade between two countries was severely limited either by the imposition of tariffs on imported goods or by technological restrictions, such as the difficulties in transporting goods or communicating vital information about transactions across international borders. The effect of these restrictions was that each country had to satisfy its consumer demands only with goods or services it made domestically.

To keep the analysis simple, suppose we look at countries A and B, each of which can produce two goods—food and clothing—with the resources it has available. Because the resources of A and B are fixed at any time, increasing the output of food in each country requires giving up clothing; likewise, producing more clothing requires giving up food. Countries A and B have different productive resources, and the various combinations of food and clothing that each country can produce with its resources can be plotted on a graph; the result is called the production possibilities curve (which we introduced toward the end of chapter 4 when discussing the effects of technological change).

The straight black lines in Figures 16.1 and 16.2—XY in Figure 16.1 and X’Y’ in Figure 16.2—are the production possibilities curves that we assume for A and B, respectively. We also assume (again for the sake of simplicity) that the opportunity costs of production in each country do not change as the mix of food and
clothing changes, so the production possibilities “curves” are depicted as straight lines in the two figures.

Inspecting Figure 16.1, note that if Country A devoted all its resources to the production of food, it could produce 200 million units of food and no clothing (it would be at point \( Y \)). If all of Country A’s productive resources were devoted to making clothing, we assume that 100 million units of clothing and no food could be produced (point \( X \)). Absent trade with Country B, Country A would most likely choose to produce a mix of both outputs, thus ending up at a point along the production possibilities curve between \( X \) and \( Y \). The exact point it chooses would depend on its preferences.

Turning to Figure 16.2 and Country B, we assume that if it devoted all its resources to making food, it could produce 200 million units of food and no clothing (point \( Y' \)), and if it instead devoted all its resources to the production of clothing, 400 million units of clothing and no food could be produced (point \( X' \)). You will note that we have assumed the production possibilities curves in the two countries are different; this difference could be rooted in the natural, human, or technological resources available to each country.

**Comparative Advantage**  Can we infer comparative advantage from these production possibilities curves? As noted earlier, identifying comparative advantage starts with calculating the domestic (internal) opportunity costs of production, so let us analyze the opportunity costs of producing food in each country. If Country A had been producing only clothing, but it decided to produce only food, it would gain 200 million units of food at an opportunity cost of giving up 100 million units of clothing. Thus, in Country A, an additional unit of food can be gained by giving up a half-unit of clothing. In Country B, 200 million units of food could be produced...
only by giving up 400 million units of clothing; thus, in Country B, an additional unit of food requires giving up 2 units of clothing. Clearly, the opportunity cost of producing food is lower in Country A than in Country B—because in Country A, less clothing needs to be given up to obtain an extra unit of food. Therefore, as between the two countries in our example, Country A has the comparative advantage in producing food.

Which country has the comparative advantage in producing clothing? In Country A, obtaining 100 million units of clothing requires giving up 200 million units of food, so producing an additional unit of clothing means two fewer units of food. In Country B, the 400 million units of clothing would require forgoing 200 million units of food, so each unit of clothing costs one-half unit of food. Country B has the comparative advantage in clothing production.

Is it coincidence that Country A has a comparative advantage in one good, while Country B has it in the other? No. Because Country A has resources that produce food very efficiently, if it had to produce its own clothing—rather than being able to specialize in the production of food—it would be giving up a lot of food as a result! Country B is not as efficient in food production, so producing clothing there has lower opportunity costs. Country B has a comparative advantage in producing clothing precisely because it is not as efficient as Country A in producing food! Thus, the comparative advantage of Country A in producing food implies it has a comparative disadvantage in producing clothing.

Production Possibilities with Trade Analogous to our example with Doris and Daryl earlier, the differences in the internal costs of producing food and clothing create a situation in which each country would be better off by specializing in making the good in which it has a comparative advantage and trading for the
other good. To understand this, let us assume that, with trade, Country B makes only clothing, Country A only produces food, and firms in both Country A and Country B agree to trade with each other on the basis of one unit of clothing for one unit of food. We will first focus on the effects in Country A.

We noted that, before trade, each unit of clothing in Country A could be obtained only by giving up two units of food. With trade, people in Country A can obtain a unit of clothing at a cost of only one unit of food. At the extreme, if Country A were willing to trade away all its food, it could now obtain 200 million units of clothing (see point Z in Figure 16.1). In graphic terms, the production possibilities curve for Country A has shifted out, from the black line (XY) in Figure 16.1 to the blue line (ZY). Clearly, trade with Country B has made it possible for people in Country A to consume more of both clothing and food.

At this point, we must stop to explain that for Country A, the movement from XY to ZY in Figure 16.1 is identical to the shift that took place in Figure 4.6 (see p. 121). In Figure 4.6, we started—by assumption—with the same production possibilities curve (XY) and illustrated the shift that would take place if technological change doubled productivity in the clothing industry. In Figure 16.1, exactly the same shift occurs as a result of trade. In fact, from the viewpoint of Country A, trade can be thought of as creating a new technology for making its clothing. Because its clothing is now made in Country B, the clothing worn in Country A is indeed being produced using a new technology!

In Country B, an analogous outward shift in the production possibilities curve will occur. Before trade was possible, to consume an extra unit of food required giving up two units of clothing (along production possibilities curve X’Y’ in Figure 16.2). With trade, people in Country B can obtain a unit of food by giving up only one unit of clothing (see the blue line, X’Z’). This change in the cost of food is equivalent to an invention that doubles Country B’s productivity in the food industry. In Country B prior to trade, it took the resources needed to produce 400 million units of clothing to internally produce 200 million units of food; with trade, Country B can obtain 200 million units of food at half its internal opportunity cost.

Reallocating Resources For the potential gains from trade to be realized in both Country A and Country B, however, resources must flow from one sector to another within each country—from clothing production to the food sector in Country A and from food to clothing production in Country B. These sectoral changes are costly and often painful for those workers and owners who are displaced. If the shift of productive resources from one sector to the other is impeded for some reason, increased trade could cause long-term unemployment—and the gains from trade would be reduced or eliminated completely. Thus, the normative judgment that trade can enhance national output rests in part on the assumption that any unemployment associated with these sectoral shifts is short term—and does not become long term, or “structural” (as defined in chapter 14). Normative analysis—as we saw in chapter 1 and again when we discussed technological change in chapter 4—also implies that society should take steps to compensate those on
whom the costs of expanded trade fall; we will return to this topic at the end of
the chapter.

Despite the very real costs of moving capital and labor across sectors when
trade is expanded, the promise of ultimate gains from specialization and trade illus-
trated in Figures 16.1 and 16.2 has provided a powerful argument among economists
for encouraging international trade. Theory suggests that Doris and Daryl—and the
society in which they live—will be better off for having traded with each other. (Sim-
ilarly, few would doubt that the citizens of New York will be better off, individually
and in the aggregate, if they can trade freely with those in New Jersey and Florida.)
The principle of comparative advantage, which drives make-or-buy decisions by
individuals, also underlies transactions across international borders. Theory sug-
gests, then, that the people in both countries can gain, on the whole, if they are able
to conclude mutually beneficial trades with those in the other country.

Unfortunately, it is difficult to gather convincing empirical evidence on
whether an increase in international trade causes an increase in the overall output
of a country. Many studies, for example, have tried to test whether countries that
are more open to trade have faster growth rates, other things equal; however, the
research problems with which the studies must contend have cast doubt on their
findings.² There are various measures of “openness” to trade, and the results of
studies appear sensitive to which ones are used. Furthermore, even if it could be
shown that more openness and faster growth are positively correlated, researchers
must find a way to make sure their studies deal successfully with the possibility
that more growth could lead to more openness—that is, that the causality, instead
of running from more openness to greater growth, could run in the opposite direc-
tion! Finally, more openness to trade is just one of many factors within a country
that could affect its growth rate, so researchers must have a way to successfully
account for all the other factors that are relevant to growth.³ To date, the most care-
ful empirical studies suggest that the effects of expanded trade are positive but
probably relatively small. (For an interesting natural experiment on how the sud-
den openness to trade can affect economic growth, see Example 16.1.)

Effects of Trade on the Demand for Labor

We have seen that, in theory, the effects of expanded international trade on a
country’s production possibilities curve are similar to the effects of technological
change, because both trade and technological change open up new opportunities

²A nice summary of studies that try to measure the overall gains to countries from trade can be found
in Richard Freeman, “Trade Wars: The Exaggerated Impact of Trade in Economic Debate,” National
Bureau of Economic Research, working paper no. 10000 (September 2003).

³For studies that cite and evaluate earlier literature, see Ha Yan Lee, Luca Antonio Ricci, and Roberto
Rigobon, “Once Again, Is Openness Good for Growth?” Journal of Development Economics 75 (Decem-
ber 2004): 451–472; David Greenaway, Wyn Morgan, and Peter Wright, “Trade Liberalisation and
Growth in Developing Countries,” Journal of Economic Development 67 (February 2002): 229–244; and
L. Alan Winters, Neil McCulloch, and Andrew McKay, “Trade Liberalization and Poverty: The Evidence
Effects of Trade on the Demand for Labor

for acquiring goods and services. As we will see later, the effects of expanded trade on the demand for labor are also similar to those of technological change; thus, our analysis of how increased trade affects the demand for labor will parallel our analysis in chapter 4 of how technological change affects employment and wages.

We begin with a reminder that the demand for a given type of labor is derived from (a) conditions in the product market and (b) the prices and productivities of other factors of production. Because trade affects both product demand and the availability of other factors of production, we must consider each source of change.
Product Demand Shifts

Because trade involves *exchange*, a country’s move toward greater international trade generally means that both its imports and exports will increase. When its exports increase, the demand for workers involved in the production of those exports will shift to the right, owing to the expanded scale of production, and both employment opportunities and wages in export industries will tend to increase.

Furthermore, if the expansion of trade makes a country richer, the increase in the overall demand for goods and services, including those made domestically, will tend to cause a rightward shift (a scale effect) in demand for the workers who produce these goods or services. Thus, as people become wealthier, they may want, for example, larger houses, a nicer personal appearance, and better education for their children—and these changes would increase the demand for carpenters, cosmetologists, and teachers.

The increase in imports associated with increased trade, however, will tend to directly or indirectly *reduce* the demand for some domestically produced goods or services. Less-expensive clothing made in Asia, for example, might be so attractive to American consumers that domestic clothing producers would be forced to reduce their production of clothing—and, consequently, their demand for American clothing workers. Similarly, if the United States cannot grow bananas, the increased importation of that fruit might cause the demand for domestically produced apples to fall, and the demand for workers involved in the growing and distribution of American apples would shift to the left.

The shifts in product demand associated with increased international trade thus also create shifts in labor demand. Workers for whom the labor demand curve shifts to the right will experience expanded employment opportunities and perhaps higher wages, with the mix between these two labor market outcomes being dependent on the shape of the labor supply curves to the relevant occupations or industries. That is, when the labor supply curve is relatively elastic (flat), the rightward shift in the demand for labor will expand employment without much increase in the wage; when the market labor supply curve is less elastic, the wage increase will be greater and the increase in employment will be smaller.

Those workers for whom trade causes the labor demand curve to shift *left*, however, may not share in the overall potential benefits of increased trade—even if expanded trade lowers consumer prices. They are forced to change jobs, which could entail a period of unemployment while they search for new work. The costs of change could also involve wage loss or require a significant investment in learning new skills. The mix of reduced employment and wage loss associated with the leftward shift in labor demand also depends on the shape of the market labor supply curve. The more costly it is for the workers facing a leftward shift in demand to learn new skills, the less elastic will be the labor supply curves to their occupations, and the larger will be the decline in their wages.

While a leftward shift in the labor demand curve will put downward pressure on both employment and *nominal* wage levels, it is possible that greater trade may also bring about a fall in the prices of at least some consumer goods or services.
Thus, the fall in workers’ real wages may not be as large as the fall in their nominal wages.4

**Shifts in the Supply of Alternative Factors of Production**

In recent years, many American (and other rich-country) firms have relocated all or parts of their production to poorer areas of the world—most notably, Asia and Latin America.5 This production sharing has effectively brought a huge number of lower-paid foreigners into direct competition for jobs with higher-paid Americans. In terms of the production process, the access to lower-paid workers in other parts of the world has reduced the cost of an alternative source of labor for American firms (which, if they could not tap this source before, could be thought of as formerly facing an infinitely high cost of employing foreign labor). What are the effects on American labor when lower-wage labor becomes available in other countries?

You will recall from chapter 4 that when the cost of an alternative factor of production falls, there is a *cross-wage effect* on the demand for labor; that is, the overall effect on the demand for a given kind of labor is the summation of the *substitution and scale effects*, which work in opposite directions. We will begin our analysis with a review of the substitution effect.

**The Substitution Effect**  
The incentive to substitute foreign labor for American labor does not derive from a simple comparison of wage levels in both places; rather, what matters to employers is the *ratio of wages to marginal productivity* in both countries. These ratios, as you will recall from chapter 3 (equation 3.8c), indicate the cost of producing an extra unit of output using each source of labor. Thus, in considering whether to substitute one country’s labor for another’s, firms will consider the wage level *and* the marginal productivity of workers in each country. Only if the ratio of wages to marginal productivity is lower for foreign workers will firms consider substituting foreign workers for Americans.

To analyze the size of a potential substitution effect, we must review the two Hicks–Marshall laws of derived demand (see chapter 4) that bear most directly on substitution. One law suggests that the size of the substitution effect depends in part on the supply response of American workers. If Americans quickly leave for new occupations when the substitution of foreign workers begins—that is, if the labor supply curve to their current occupation is relatively flat—then the wages of Americans who remain in the current occupation will not fall very much, and
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5Clearly, firms in high-wage countries have recently found it more profitable to utilize cheaper labor in poorer countries. The reasons for this increased use of foreign labor may be related to improvements in telecommunications technologies, better transportation systems both within and among countries, the miniaturization of components that comprise final output, and/or a reduction in political barriers to relocation.
substitution will not be mitigated. If, however, the supply curve is relatively steep, so that American wages in the occupation fall to a greater extent, that fall would tend to reduce the incentives of firms to continue their substitution. (In the latter case, of course, American jobs are saved only through wage reductions.) Thus, the substitution effect will be greater if the supply of Americans to the relevant occupations is more elastic.

The other Hicks–Marshall law strongly related to the substitution effect is the ease with which foreigners can be substituted for Americans. Many American workers are in jobs that manufacture goods, which can be transported across borders. Thus, production jobs in the manufacturing sector—which are often filled by workers with relatively little education—are at comparatively high risk of being sent to lower-wage countries. While we will see later that the costs of expanded trade appear to have fallen mostly on the less-skilled, even some highly skilled workers (such as those in the area of finance) have found that they are at risk of competition with comparably educated, but lower-paid, workers in poorer countries.

Other (perhaps most) jobs simply cannot be performed in a remote location: the tasks of barbers, landscapers, surgeons, and physical therapists—to take just a few examples—cannot be sent offshore because they require face-to-face contact with customers. The language barrier is another deterrent to substitution, as are transportation and long-distance communications costs, training needs, the necessity for employers to acquire a working knowledge of local laws and practices regarding the workplace, and real or perceived cultural differences in work habits, attitudes toward managerial authority, and openness to change. The greater the barriers to substitution, the smaller the substitution effect.

The Scale Effect

Recalling our discussion of cross-wage elasticity of demand in chapter 4 reminds us that there will also be a scale effect associated with the substitution of foreign for American labor. If lower-cost labor in poorer countries is substituted for American labor in a particular industry, the resulting fall in production costs will tend to be accompanied by a fall in product price and an associated increase in product demand. Thus, while the substitution effect of offshoring will push toward reducing the demand for American labor, the scale effect associated with lower costs will tend to increase it—so it is not theoretically clear that the overall number of jobs in the directly affected sectors will fall. For example, if clothing is stitched together at a much lower cost overseas, the resulting fall in clothing prices could induce American consumers to buy more of it. The increased consumption of clothing will increase the demand for American workers who are complements in production with the overseas production workers, and the demand for clothing buyers, designers, packers, truckers, retail clerks, and their supervisors will tend to rise.

The size of the scale effect that accompanies the use of lower-wage labor depends principally on two factors discussed in chapter 4. One is the elasticity of demand for the final product in the industry that is cutting its labor costs. To the extent that consumers are more sensitive to price reductions, the increase in the demand for the good or service being produced will be greater.
The other factor affecting the size of the scale effect is the share of labor (in this case, foreign labor) in total cost. If the foreign workers’ wages constitute a larger part of production costs, the resulting effect on production costs and product price will be greater, and the larger will be the associated scale effect.

**Changes in the Elasticity of Demand for Labor**  Besides causing the labor demand curve for industries or occupations to shift to the right or left, reducing the barriers to international transactions will tend to increase the elasticity of demand for labor, for two major reasons. First, a greater ability to substitute foreign for domestic workers will increase the strength of the substitution effect, other things equal. Second, as foreign-made goods and services are allowed to compete with those produced domestically, the elasticity of product demand will tend to increase. Workers facing more elastic labor demand curves will experience greater employment losses if their wages are raised by some nonmarket force, such as the minimum wage or a collective bargaining agreement. Indeed, as we speculated in chapter 13, greater openness to international transactions may well have played a role, along with several other factors, in reducing the power of unions in the United States in recent decades.

**The Net Effect on Labor Demand**

We have seen that, in theory, increased trade in goods or services (including production sharing) with foreign countries will benefit some workers but displace others. Those Americans, for example, most likely to lose from trade are in jobs (often, less-skilled ones) that foreign workers can readily perform; in sectors, such as manufacturing, that shrink domestically once trade is expanded; or in industries for which lower costs do not significantly increase product demand. Workers who are displaced will suffer greater losses if it is difficult or costly for them to switch occupations or industries. Those workers most likely to gain are in sectors that have a comparative advantage in production (and thus expand with increased trade) or are in jobs that are complementary with production workers overseas.

**Estimates of Employment Effects**  There have been hundreds of studies attempting to estimate the effects of increased trade or the offshoring of employment in affected sectors. Isolating the effects of trade on employment levels is inherently difficult, however, because changes in trade occur in the context of continual change in several other forces that affect labor supply and demand: immigration, technology, personal incomes, and consumer preferences, to name some major factors. Studies often try to focus on the employment effects in sectors thought to be especially hurt by a change in trade barriers, such as those manufacturing industries facing competition from imports or those occupational groups (unskilled factory workers, for example) whose jobs are at risk of going overseas. While these studies are useful in trying to assess the number of workers on whom the costs of trade might fall, they do not measure the total effect of trade on employment—because they do not estimate employment gains that might be created by trade.
Barriers to trade among the United States, Canada, and Mexico have fallen in the last two decades, and there have been many studies estimating the number of workers displaced by greater trade among these countries. For example, one study estimated that when the Canada–United States Free Trade Agreement—implemented in 1989—reduced Canadian tariffs on imports from the United States, Canadian employment fell by 12 percent in the industries whose tariffs fell the most (these were the industries most affected by an increase in imports from the United States). While this study suggests that a very large fraction of Canadian workers in the affected sectors lost their jobs when trade was expanded, its author pointed to the fact that the overall employment rate in Canada was the same in 2002 as it was in 1988—and he speculated that those who were displaced thus moved to new jobs relatively rapidly.

Estimates of the job losses in the United States from the offshoring of jobs to foreign countries suggest that the percentage losses have been considerably smaller. One study has estimated that as of 2002, some 300,000 American workers could expect to lose their jobs each year—or about 25,000 per month—owing to offshoring. Is this number large or small? To gain some perspective on this level of job loss, from May 2001 through April 2002, there were roughly 1.6 million American workers per month who lost their jobs (another 2.9 million voluntarily quit their jobs each month). If the estimates of the number of jobs lost to offshoring are correct, these jobs represent only about 1.5 percent of all jobs lost in a month. Other estimates of the American workers displaced by increased trade more generally (not just offshoring) have tended to be correspondingly small. As suggested in Example 16.2, however, the potential displacement of American workers by offshoring may be far larger than has occurred to date.

However large or small the number of workers displaced by expanded international trade is, economic theory suggests that in the long run, total employment in a country is no more affected by its openness to international trade than it is by technological change (see chapter 4). What affects total employment is how well the labor market works to equate supply and demand. If displaced workers can find new jobs with relative ease, and if wages are flexible enough that labor
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markets equilibrate supply and demand, spells of unemployment for those who lose their jobs could be relatively short. We saw earlier that, although 12 percent of Canadian workers in certain sectors lost their jobs after tariffs on Canadian imports were reduced, the overall percentage of Canadians who were employed a decade later was unchanged. Likewise, we pointed out in chapter 4 that the employment rate in the United States actually rose between 1979 and 2006—a period of time over which both technological change and increases in international trade were particularly large.

Even if total employment levels are maintained in the face of expanded international trade, however, those who are displaced from their jobs will bear the costs of qualifying for and finding new jobs, and they may experience a decline in wages. The fall in wages might be particularly large for workers who were formerly receiving above-market wages (“rents”), because they were in firms for which protection from foreign competition meant higher profits. To what extent have the wages of workers displaced (or likely to be displaced) by trade been shown to fall?

**Estimates of Wage Effects** Studies that estimate the wage effects of trade run into the same problems that confront researchers concerned with estimating its employment effects: trade is but one of many factors that affect the demand for
labor and the level of wages in a country. To control for at least some of these factors, most studies of wage effects have concentrated on relative wages—the differences in wages received by skilled and unskilled workers within a country of interest. However, it is still necessary to distinguish the relative-wage effects of expanded trade from those of technological change (which we know from chapter 15 has had a pronounced effect on the demand for different types of workers).

Some estimates of the effects of trade on wages in the United States suggest that these effects are small when compared to the contributions of other forces (primarily technological change), accounting for less than 10 percent of the fall in wages of high school dropouts relative to the wages of high school graduates. Others, however, estimate that increased trade and the offshoring of jobs have had a significant effect on raising the relative wages of skilled workers (however, this same study concluded that trade did not reduce the real earnings of less-skilled American workers). A recent study of wages in Hong Kong, which began to outsource production jobs to mainland China when the latter dropped its barriers in the 1980s, also found that trade and outsourcing played an important role in increasing the wage differences between skilled and unskilled workers.

The wage effects of trade and production sharing on poorer countries—the recipients of outsourced jobs—have also been studied, and the results are surprising: these countries have also experienced increased differences between the wages of skilled and unskilled workers that can be traced to increased trade and outsourcing! Apparently, the jobs offshored from richer countries, while often low-skilled by rich-country standards, are comparatively high-skilled within poorer countries; thus, production sharing may increase the demand for relatively skilled workers in both rich and poor countries alike.

Moreover, labor mobility appears to be restricted in many poorer countries, so the reallocation of employment from declining to growing sectors is sluggish. Put differently, occupation- or industry-specific labor supply curves in these countries may be relatively inelastic, so the changes in labor demand accompanying
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increased trade and outsourcing occur mainly in wages rates, not employment levels. These wage adjustments put further downward pressure on the wages of low-skilled workers in poor countries.

Will Wages Converge across Countries?

One of the concerns that many people have about reducing the barriers to international transactions is that it puts workers (especially the less-skilled) in the United States and other high-wage countries in direct competition with many millions of much lower-paid workers in Asia, Latin America, and Africa. They worry that this competition will drive wages in richer countries down to the level faced by workers in poorer countries. The purpose of this section is to analyze the forces affecting wage convergence across countries.

In the process of minimizing the cost of producing their optimal level of output, firms will compare the cost of producing an extra unit of output using American labor, say, with the cost of producing the added unit using Chinese, Indian, or Mexican labor; as we saw earlier, these costs are represented by the ratio of wages to the marginal productivity of workers in each country. When this ratio is lower in one country than another, firms will want to consider moving production to the lower-cost country, and the incentives to consider shifting production from higher- to lower-cost locations will persist until the ratios are equalized across countries. Thus, if firms are free to move production from country to country, the profit-maximization process would produce a result consistent with the law of one price: namely, the equalization within narrowly defined occupations of wage-to-marginal-productivity ratios across countries.

In applying the law of one price to international transactions, it is important to note that it is the ratios of wage to marginal productivity that would equalize if production could be readily relocated, not the wage itself. Wages would equalize only if marginal productivities equalized; thus, cross-country differences in educational levels, work practices, managerial and organizational skills, and the technology used in the production process could all affect the degree to which wage levels are equalized.

To say, however, that differences in the wage-to-marginal-productivity ratio across countries lead firms to consider shifting production to the lowest-cost location does not imply that firms will actually do so. The costs of moving and trading across national borders are very high, with one estimate suggesting that these costs add almost 75 percent to the cost of the typical product. While the costs imposed
by tariffs have fallen over time in most countries, there are significant costs of communicating in other languages, transporting goods (especially from poorer countries), dealing in foreign currencies, acquiring information on local laws and regulations, and enforcing contracts internationally. The costs associated with international transactions reduce the incentives for firms to relocate to lower-cost areas, and they thus impede the convergence of wage-to-marginal-productivity ratios predicted by the law of one price (we saw earlier, in chapter 5, other examples in which mobility costs impede the convergence of wages across firms within labor markets).

Tendencies toward convergence will also be concentrated among jobs whose output can be produced in locations remote from the end user, because these are the jobs that can be moved from place to place if the cost barriers are small relative to the savings. As discussed in Example 16.2, manufacturing workers and those in services that can be performed using telecommunications are most in competition with similar workers in other countries. Perhaps 75 percent of American workers, however, are in jobs that cannot be moved overseas; they perform health, transportation, maintenance, repair, leisure, educational, or merchandising services that must be performed at the point of sale. These latter workers are not in direct competition with similar workers in other countries.

To the extent the demand for workers in the face-to-face services grows, then, workers displaced by foreign competition will have opportunities—if they can qualify—for jobs that are not subject to foreign competition (we saw in chapter 2 that over the last decades, employment in the United States has shifted out of manufacturing and into services, which as a group are more difficult than goods to produce remotely). Additionally, earlier in this chapter, we saw that expanded trade means that there will be growing export sectors, even in high-wage economies, because international transactions are driven by comparative advantage—that is, by the internal opportunity costs of producing goods or services. Thus, the availability of jobs that either are not in competition with foreigners or are in sectors that have an international comparative advantage will serve to limit the fall in wages owing to competition from workers in low-wage countries. Indeed, one study of increased trade between the United States and Mexico found no evidence of wage convergence.15

While the creation of jobs in expanding sectors can offer a “brake” on the fall of wages for workers displaced by trade, it is critical that these displaced workers be able to find, qualify for, and move to the newly created jobs with relative ease. Furthermore, normative theory requires that those who lose from expanded trade be compensated for their losses by those who gain. We thus close this chapter with
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15Gordon H. Hanson, “What Has Happened to Wages in Mexico Since NAFTA?” National Bureau of Economic Research, working paper no. 9563 (March 2003). The concern that competition from low-paid workers in poor countries will encourage a “race to the bottom” in terms of wages and working conditions has led some to propose the worldwide adoption of a uniform set of labor standards; for an economic analysis of these proposals, see Drusilla K. Brown, “Labor Standards: Where Do They Belong on the International Trade Agenda?” *Journal of Economic Perspectives* 15 (Summer 2001): 89–112.
an analysis of the kinds of policies that can minimize the costs of trade-related displacement and spread the benefits of expanded international transactions more widely.

Our theoretical analysis of the effects on workers of expanded international trade and production sharing leads to two broad conclusions. First, removing the barriers to transactions across an international border can enhance aggregate consumption in both countries—through greater specialization and the exploitation of comparative advantage. Second, the movement of resources within each country that is needed to adjust to greater specialization imposes costs on workers whose jobs are displaced; thus, while a society may gain in the aggregate, many within that society are likely to lose when trade and production sharing are expanded. We have seen that, to date, it is generally the less-skilled within a country who seem most at risk of losing from expanded trade.

In chapter 1, and when discussing the effects of technological change in chapter 4, we emphasized that we can only conclude that society as a whole is better off with some policy change if (a) everyone gains from it, (b) some gain and no one else loses, or (c) some gain and some lose, but the gainers fully compensate the losers—which converts condition (c) into condition (b). Because enhanced trade—just as is the case with technological change—does displace some workers in a society, normative considerations require that those who gain from reducing the barriers to international transactions compensate those who lose from this policy change. We can use the theory developed earlier in this text to analyze the forms such compensation might usefully take.

Subsidizing Human-Capital Investments

Much of the losses suffered by those who are displaced arise from their having to change jobs and possibly face a cut in wages. Because having to search for a new job takes time, workers who lose their jobs will probably experience a spell of unemployment as they conduct their search (see chapter 14). Furthermore, displaced workers may have to invest in training to qualify for another job (chapter 9), and they may also have to invest in moving to a new city or state to secure employment (chapter 10). In short, those who are displaced by expanded trade or offshoring are forced to make new human-capital investments.

Government programs that subsidize these human-capital investments, if paid for by those who gain from the expansion of international transactions,16 can
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16 Because the gains from trade appear to be concentrated among the more skilled, some economists point out that governments should raise revenues by increasing the progressivity of their tax systems, which would increase taxes paid by those with relatively high incomes; see, for example, Joseph E. Stiglitz, *Making Globalization Work* (New York: W. W. Norton and Company, 2006): 100.
serve two important purposes. First, they can help to compensate workers who are displaced as a result of policy change by reducing the financial burden of the investments they need to make. Second, by helping the displaced qualify for and find new jobs, they can minimize unemployment and speed the process of reallocating resources to more efficient uses—thus helping society as a whole realize the consumption gains from expanded trade.

In the United States, the Trade Adjustment Assistance program, as amended in 2002, is an example of a program that is designed to subsidize human-capital investments by workers who have been displaced by trade or production sharing. To be eligible for benefits, groups of three or more workers (or a union or company official acting on their behalf) must apply and be able to demonstrate that layoffs of a certain magnitude have occurred in their firm because of increased imports or offshoring. Once certified for eligibility, displaced workers can receive up to 104 weeks of training or remedial education, during which they receive unemployment benefits (and partially subsidized health insurance); in addition to training investments, eligible workers can receive up to $1,250 as a reimbursement for job search costs and another $1,250 to help subsidize relocation costs. To date, however, the number of workers declared eligible for this program has been relatively small.

Recognizing that those who lose from expanded trade are required to make an investment to adjust to their displacement suggests that we review the factors influencing human-capital investment decisions, which were analyzed in chapters 5, 9, and 10. Those workers who are most likely (other things equal) to benefit from investing in mobility and training, or to find an employer willing to share these investment costs with them, are those who are young enough to have a relatively long expected period over which the benefits of investment can be "collected." The net benefits from training will also be greater for workers who learn easily or who do not find the psychic costs of learning to be very large. Finally, the net benefits of any investment are larger for those who have relatively low discount rates—that is, for those who are not too present-oriented.

Given that using resources in any particular way precludes their use in other ways, society will want to make sure that it only invests in human-capital subsidies when the social benefits exceed the social costs. Consideration of the factors affecting human-capital decisions suggests some of the conditions under which the costs might exceed the benefits. For older (or even middle-aged) workers, the present value of the future benefits from an investment may be so limited that they fall short of the costs. Costs could also exceed the benefits for workers who are present-oriented or who find learning new skills difficult—and many of the less-skilled workers displaced by trade may have avoided earlier human-capital
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17 The program requires that in the 12 months preceding the date of the application for benefits, at least three workers in work groups of fewer than 50, or at least 5 percent of the workforce in groups of 50 or more, have been laid off (or threatened with layoff) owing to offshoring or imports.

investments for these very reasons. Thus, training subsidies may not represent a wise use of resources for many displaced workers. (Indeed, based on evaluations of more widely targeted government-sponsored training programs, both in the United States—see chapter 9—and Europe,\textsuperscript{19} the net benefits of government training appear to be, at best, rather modest.)

\section*{Income Support Programs}

One response to the problem that some training or relocation investments may not be worth making is for the government to offer extended unemployment benefits for displaced workers or provide funds so that older workers affected by displacement can retire early. While more generous unemployment and pension benefits would help to compensate those displaced by expanded trade, the provision of these benefits—as we saw in chapters 6, 7, and 14—encourages nonemployment. A reduction in the workforce, of course, tends to reduce the output gains associated with greater trade.

An alternative form of income support, which encourages employment, is to directly subsidize targeted individuals who work. The Earned Income Tax Credit Program, analyzed in chapter 6, is an example of such a program—although it does not specifically target workers displaced by trade. A program that does target those displaced by trade is “wage insurance,” under which displaced workers whose new jobs pay less than the one from which they were displaced receive a payment from the government that makes up at least part of the difference. For example, the United States has a program, for certain older workers who are eligible for the Trade Adjustment Assistance program, that pays them half of their annual earnings losses—for a period of two years—if they take a new job within 26 weeks of layoff and earn less than $50,000 per year.\textsuperscript{20} While relatively new, this program is clearly aimed at encouraging rapid reemployment, even if it means lower wages, among displaced workers in whom training investments may not be worthwhile.

\section*{Subsidized Employment}

Another response to the problem that not all training will create net social benefits is for government to subsidize the employers of displaced workers for whom training costs are relatively high or the expected benefits are relatively low.\textsuperscript{21} One way to do this is to offer employers payroll subsidies if they hire, for example,

\begin{itemize}
  \item Jochen Kluve et al., \textit{Active Labor Market Policies in Europe: Performance and Perspectives} (Berlin: Springer, 2007).
  \item Workers must be over age 50 and have limited skills. Furthermore, their new job must be full-time, and the subsidy is capped at $10,000 over the two-year period. See Baicker and Rehavi, “Policy Watch: Trade Adjustment Assistance,” for additional details. For a monograph on wage insurance, see Robert J. LaLonde, “The Case for Wage Insurance,” Council on Foreign Relations, Council Special Report no. 30 (September 2007).
  \item These subsidies are suggested by Adrian Wood, \textit{North-South Trade, Employment, and Inequality: Changing Fortunes in a Skill-Driven World} (Oxford: Clarendon Press, 1994).
\end{itemize}
older or lower-skilled workers who have been displaced by trade or offshoring. We saw in chapter 3 that employer payroll subsidies will tend to increase employment and wages among the targeted workers, with the mix of these two outcomes depending on the shape of the market labor supply curves for the targeted workers. The research described in the empirical study at the end of this chapter suggests that private employment subsidies are more effective than training in speeding the reemployment of workers.

Another form of subsidized employment is for the government to become the “employer of last resort,” directly employing targeted workers to perform public works projects for a period of time. These programs appear to be relatively ineffective in helping workers acquire unsubsidized jobs later on (see the empirical study for this chapter).

How Narrowly Should We Target Compensation?

Our analysis has shown that the displacement effects of greater trade and production sharing are similar to those of technological change, and in practice, it is very difficult to identify which of the two forces actually caused the displacement of a given individual. Indeed, we have pointed out that there are myriad other forces that also serve to shift the demand for, and supply of, workers in a dynamic economy: changes in incomes, preferences, and demographic characteristics, to highlight a few. Therefore, while a drop in the barriers to international transactions will tend to increase the number of workers whose jobs will be displaced, this displacement occurs in the larger context of labor market changes that are constantly occurring for other reasons.

Because the compensation principle suggested by normative economics applies to all transactions in which some in society are forced to bear losses for the good of the collective, and because expanded international transactions are but one (and perhaps a relatively small) force causing worker displacement, it is difficult to justify a set of compensation programs targeted only on trade-related displacement. In fact, the resources and time needed to verify that it was international trade or production sharing that caused the displacement of a particular set of workers could very well be one reason why the benefits of the American Trade Adjustment Assistance program are received by so few workers.22 Many European countries, in contrast, offer a range of “Active Labor Market Policies” under which workers displaced—for whatever reasons—are the intended beneficiaries of training and employment subsidies. While these European policies are not universally successful, they do represent attempts to smooth transitions to a wide set of economic forces.23

We must also recognize that the costs of greater trade and production sharing do not fall exclusively on those who are displaced. When the forces for change in an economy are increased, whether by technological advances, greater openness to international transactions, or some other factor, workers other than those

22See Baicker and Rehavi, “Policy Watch: Trade Adjustment Assistance.”
23See Kluve et al., Active Labor Market Policies in Europe.
who are actually displaced face greater uncertainty about their futures. They may also experience wider swings in their earnings over time.

For example, we argued earlier that falling barriers to international transactions tend to create a more elastic labor demand curve in an affected labor market. To see how a change in the elasticity of labor demand can affect employment and wages, consider the relatively inelastic \( (D_0) \) and the relatively elastic \( (D_1) \) demand curves in Figure 16.3. Suppose, given the supply curve shown, the initial equilibrium for both curves is at wage \( W^* \) and employment \( E^* \). Now, suppose that product prices fall, shifting both demand curves down by an equal vertical distance \( (ab) \). The new wage and employment equilibria would be at point \( x \) with the inelastic demand curve and at point \( y \) with the elastic curve; the employment and wage losses created by this fall in product price are thus greater when the demand curve is more elastic. Thus, if labor demand curves are—because of increased international competition—becoming more elastic over time, any price fluctuations in the product market will be associated with larger swings in employment and wage outcomes in the labor market. The actual extent to which labor demand curves are made more elastic by greater openness, however, is still unclear.\(^{24}\)

While technology and trade, in theory, can enhance consumption levels in a society, we must remember that individuals are trying to maximize their \emph{utility}, not their income. Greater worry about a more uncertain future, therefore, is an additional cost of expanding international transactions, and if those who see
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\(^{24}\)For citations to the literature on this topic, see Goldberg and Pavcnik, “Distributional Effects of Globalization in Developing Countries.”
Evaluating European Active Labor Market Policies: The Use of Meta-Analysis

In discussing how societies might help those workers adversely affected by expanded trade, we saw that many European countries have adopted one or more “Active Labor Market Policies”—training programs, private sector employment subsidies, or direct government employment, for example—to help displaced workers qualify for and find new jobs. In the last decade, dozens of statistical studies of programs in 15 European countries have evaluated the success of given policies in either reducing workers’ durations of unemployment or increasing their probability of reemployment. Each program, however, has a unique context and its own set of characteristics. Furthermore, in the empirical studies presented earlier in this text, we have seen that the methodological problems confronting researchers in any study can be coped with in different ways and using different assumptions. Thus, while no single evaluative study is likely to be definitive, it is natural to ask whether—taking various studies together—we can develop some generalizations that would be useful in crafting national policies.

The number of Active Labor Market Policies in Europe and the variety of institutional contexts in which they take place actually prove quite useful in coming to some conclusions about their effectiveness, because each program can be considered as a separate experiment. If the results from these many experiments can be compared in a meaningful way, we should be able to find out which programmatic characteristics are likely to help workers transition to new employers most successfully. “Meta-analysis” offers a statistical methodology for summarizing and analyzing the results of different studies.

A recently published meta-analysis of 137 evaluative studies categorized their research outcomes as indicating either a success or a failure in speeding the transition of displaced workers to new jobs. An “outcome” variable was then created and given the value of 1 if the program analyzed by a study was considered successful—and a value of zero if not. With the outcome of programs as the variable to be explained (the dependent variable), the meta-analysis also captured data on four categories of independent (explanatory) variables: the type of Active Labor Market Policy and its level of funding; the country’s unemployment and economic growth rates; the decade during which the outcome was measured; and various laws in the country regarding how “protected” workers are from being fired.

Essentially, the meta-analysis consisted of regressing the dichotomous outcome variable against the independent variables above. The analysis found that, holding variables in the other categories constant, those Active Labor Market Policies using employment subsidies and
gains from trade are to persuade others to go along with reducing the barriers to international transactions, they may have to agree to a larger “safety net” of compensation policies. Indeed, one study found that countries that are more open to international transactions also have larger governments, presumably because government spending plays a role in risk reduction.25

**Summary**

We have seen that reducing the barriers to international transactions has reinforced the labor-market effects brought on by other forces, such as technological change, in raising the relative demand for skilled workers. As the returns to educational investments have risen, and as workers are put at greater risk of having to adjust to changes in labor demand over their careers, the case for governments to extend and improve *schooling* has been strengthened. Workers with higher levels of cognitive skill will be able to qualify for a wider variety of jobs, and they will also be able to learn new skills with greater ease (and thus lower cost). *Providing youth greater access to a high-quality education is perhaps the single most important program a government can undertake to help its workers cope with the changes in labor demand associated with an expansion in international transactions.*26
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Review Questions

1. In explaining and illustrating the principle of comparative advantage, this chapter compared the production possibilities for two countries, A and B, with and without being able to trade with each other. The student will notice that, although the potential total output in Country B was larger than in Country A (compare Figures 16.1 and 16.2), the discussion did not specify the population in each country. Would it matter to the analysis of comparative advantage whether Country B’s population was (a) equal in size to that of Country A or (b) 10 times as large as that of Country A (therefore making Country B much poorer on a per-capita basis than A)? Explain.

2. Company X, a profit-maximizing employer that makes picture frames, is expanding and needs to pick a location for its new plant. It is considering two sites: one in Texas and one in Mexico, where wages are roughly one-quarter of what they are in Texas. Use economic theory to analyze the factors Company X will take into account when making its decision.

3. Suppose the many American firms making home burglar alarm systems decide (independently) to shift the production of their alarms to Asia or Latin America, where they can be made at a much lower cost. Using economic theory, analyze the effects on American employment levels in the burglar alarm industry. What factors make these effects larger or smaller?

4. Television commentator A makes the following statement: “Economic theory shows that reducing the barriers to international trade will, in time, make everyone in society better off.” Comment.

5. Television commentator B makes the following statement: “Removing all tariff and other protections for American producers from competition with low-wage countries can only reduce the number of jobs in the United States.” Comment using economic theory.

6. American television commentator C makes the following statement: “Reducing the barriers to trade with low-wage countries will expose our workers to competition from millions of low-paid workers in the developing world. The result will be that American wage levels will plunge downward until they equal the wage levels in China and other poorer countries.” Comment using economic theory.

7. Television commentator D makes the following statement: “The fact that greater trade increases overall national income tells us all we need to know: greater trade is good for our society.” Comment using economic theory.

Problems

1. Country M can produce 50 million bicycles or 60 million refrigerators per year. Country N can produce 75 million bicycles or 50 million refrigerators per year. The production possibilities curve for each country is linear.

   a. What is the opportunity cost of bicycles in each country? What is the opportunity cost of refrigerators in each?

   b. Which country has a comparative advantage in producing bicycles? Why?
c. Should these two countries trade? If not, why not? If so, which country would produce bicycles and which country would produce refrigerators?

2. Country C can produce 200 tons of wheat or 50 million automobiles per year. Country D can produce 500 tons of wheat or 125 million automobiles per year. The production possibilities curve for each country is linear.
   a. What is the opportunity cost of wheat in each country? What is the opportunity cost of automobiles in each?
   b. Which country has a comparative advantage in producing wheat? Why?
   c. Should these two countries trade? If not, why not? If so, which country should produce wheat and which country should produce automobiles?

3. Suppose the marginal productivity of customer service representatives in a rich country is \( MP_L = 17 - 0.6L \), where \( L \) = the number (in thousands) of workers. The marginal productivity of customer service representatives in a poorer country is \( MP_L = 11 - 0.8L \). Currently, there are 10,000 workers in the rich country who are employed as customer service representatives at a wage rate of $20 per hour. In the poor country, there are 5,000 workers who are employed as customer service representatives at a wage rate of $10 per hour. A firm in the rich country is thinking about transferring 1,000 customer service jobs from the rich country to the poor one. Do you think it should do so? Why or why not?
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Chapter 1

Review Questions

1. The basic value premise underlying normative analysis is that if a given transaction is beneficial to the parties agreeing to it and hurts no one else, then accomplishing that transaction is said to be “good.” This criterion implies, of course, that anyone harmed by a transaction must be compensated for that harm (a condition tantamount to saying that all parties to a transaction must voluntarily agree to it). The labor market will reach a point of optimality when all mutually beneficial transactions have been accomplished. If there are mutually beneficial transactions remaining unconsummated, the labor market will not be at a point of optimality.

One condition preventing the accomplishment of a mutually beneficial transaction would be ignorance. A party to a transaction may voluntarily agree to it because he or she is uninformed about some adverse effect of that transaction. Likewise, a party to a potential transaction may fail to enter into the transaction because he or she is uninformed about a benefit of the transaction. Informed individuals may fail to consummate a transaction, however, because of underlying transaction barriers. These may arise because of government prohibitions against certain kinds of transactions, imperfections in the market’s ability to bring buyers and sellers together, or the nonexistence of a market where one could potentially exist.

3. While compulsion and a voluntary system of labor recruitment could conceivably result in the same number of employees working on the levee, the system of voluntary acceptance has one major normative advantage: it assures society that all employees working on the levee view the job as improving their welfare. When workers are drafted, at least some are being compelled to accept a transaction that they view as detrimental to their interests; allowing these workers to change employment would improve social welfare through simply reallocating (not increasing) resources. A system of voluntary recruitment, then, increases the welfare of society as compared with a system that relies on conscription.

5. a. This behavior is entirely consistent with the model of job quitting described in the text. Workers are assumed by economic theory to be attempting to maximize utility (happiness). If all other aspects of two jobs are similar, this theory predicts that workers will prefer a higher-paying job to a lower-paying job. However, two jobs frequently differ in many
important respects, including the work environment, personalities of managers, and the stresses placed on employees. Thus, one way to interpret this woman’s behavior is that she was willing to give up 50 cents an hour to be able to work in an environment freer of stress.

b. There is no way to prove that her behavior was grounded in “rationality.” Economists define rationality as the ability to make considered decisions that are expected (at the time the decision is made) to advance one’s self-interest. We cannot tell from any one individual act whether the person involved is being rational or not. Certainly, as described earlier, this woman’s decision to quit could be interpreted as a move calculated to increase her utility (or level of happiness). However, it could also be that she became uncontrollably angry and made her decision without any thought of the consequences.

c. Economic theory does not predict that everyone will act alike. Since economic agents are assumed to maximize utility, and since each person can be assumed to have a unique set of preferences, it is entirely consistent with economic theory that some workers would respond to a given set of incentives and that others would not. Thus, it could not be correctly concluded from the situation described that economic theory applied to one group of workers but not to another. It might well be that the other workers were less bothered by stress and that they were not willing to give up 50 cents an hour to avoid this stress.

7. The prohibitions of child labor laws would seem to violate the principle of mutual benefit by outlawing certain transactions that might be voluntarily entered into. However, there are at least two conditions under which such prohibitions would be consistent with the principles of normative economics. First, the children entering into an employment transaction may be uninformed of the dangers or the consequences of their decision to work in a particular environment. By their very nature, children are inexperienced, and society frequently adopts legislation to protect them from their own ignorance.

Second, society may adopt child labor legislation to protect children from their parents. A child forced by a parent to work in a dangerous or unhealthy environment has not voluntarily agreed to the employment transaction. Thus, a law prohibiting such a child from engaging in certain employment would not be violating the principle of mutual benefit when parental compulsion was present.

9. The goal of Pareto efficiency is met when all mutually beneficial transactions—that is, those for which social benefits exceed social costs—have been accomplished. Government subsidies artificially reduce the private costs of production below the social costs, and they therefore push the level of production beyond the point at which social benefits of added output equal social costs. “Too much” of the subsidized good is produced (that is, at the margin, social costs exceed social benefits).
Problems

1. (Appendix) Plotting the data shows that age and wage rise together. The appropriate linear model would be \( W_i = a_0 + a_1 A_i + e_i \), where \( W_i \) is the wage of the \( i \)th person, \( A_i \) is the age of the \( i \)th person, \( a_0 \) and \( a_1 \) are the parameters of the line, and \( e_i \) is the random error term for the \( i \)th person. Notice that wage must be the dependent variable and age the explanatory variable, not the other way around.

3. Yes, the \( t \) statistic (the coefficient divided by the standard error) equals \( .3/.1 \), or 3. When the \( t \) statistic exceeds 2, one can be fairly confident that the true value of the coefficient is not 0.

5. The \( t \) statistic equals the coefficient divided by the standard error. For the coefficient on age, the \( t \) statistic is \( .25/.10 \), or 2.5. For the coefficient on full time status, the \( t \) statistic is \( .75/.20 \), or 3.75. Thus, both estimated coefficients are statistically significant, implying that the hypothesis that the true value of the coefficient equals zero can be rejected.

Chapter 2

Review Questions

1. As shown in the figure, the outflow of construction workers shifted the labor supply curve relevant to Egypt’s construction sector to the left (from \( S_1 \) to \( S_2 \)), while the demand curve for the services of construction workers shifted to the right (\( D_1 \) to \( D_2 \)). Because both shifts, by themselves, tended to increase the
equilibrium wage rate from $W_1$ to $W_2$, we would clearly expect wages in the Egyptian construction sector to have risen faster than average. However, the two shifts by themselves had opposite effects on employment, so the expected net change in employment is theoretically ambiguous.

3. Many engineers are employed in research and development tasks. Therefore, if a major demander of research and development were to reduce its demand, the demand curve for engineers would shift left, causing their wages and employment to fall.

5. If the wages for arc welders are above the equilibrium wage, the company is paying more for its arc welders than it needs to and, as a result, is hiring fewer than it could. Thus, the definition of overpayment that makes the most sense in this case is one in which the wage rate is above the equilibrium wage. A ready indicator of an above-equilibrium wage rate is a long queue of applicants whenever a position in a company becomes available. Another indicator is an abnormally low quit rate as workers (in this case arc welders) who are lucky enough to obtain the above-equilibrium wage cling tenaciously to their jobs.

7.

9. This regulation essentially increases the cost of capital and will have an ambiguous effect on the demand curve for labor. On the one hand, the increased cost of capital will increase the cost of production and cause a scale effect that tends to depress employment. On the other hand, this regulation will increase the cost of capital relative to labor and could stimulate the substitution of labor for capital. Thus, the substitution effect will work to increase employment while the scale effect will work to decrease it. Which effect is stronger cannot be predicted from theory alone.
11. a. Economic growth tends to shift the labor demand curve to the right (more workers are demanded at each wage rate).
   
b. Greater job growth accompanied by slower positive wage changes will result if the labor supply curve in Canada is flatter (has a smaller positive slope), or if it shifted to the right more, than the labor supply curve in the United States.

Problems

1. Unemployment rate = 100 × (number unemployed)/(number unemployed + number employed) = 100 × (5 million)/(135 million) = 3.7 percent. Labor force participation rate = 100 × (number employed + number unemployed)/adult population = 100 × (135 million)/(210 million) = 64.3 percent.

3. The quickest places to find the relevant data are probably at http://www.bls.gov/ces/, “Tables from Employment and Earnings” (Table B-11), and http://www.bls.gov, Consumer Price Index. If average hourly earnings are rising faster than the Consumer Price Index (CPI), then real wages have been rising. In addition, we should consider the impact of mismeasurement in the CPI. If the CPI overstates inflation (as discussed in the text), then real wages have risen more rapidly than the official statistics suggest. The Bureau of Labor Statistics Web site contains links to recent research on changes in the construction of the CPI that are intended to remove some of the historical bias.

5. Real hourly minimum wage in 1990 = nominal wage in 1990/CPI in 1990
   = ($3.80/130.7) × 100
   = $2.91

   Real hourly minimum wage in 2006 = nominal wage in 2006/CPI in 2006
   = ($5.15/201.6) × 100
   = $2.55

The federal minimum wage decreased in real dollars from 1990 to 2006.

7. If cashiers are being paid $8.00 per hour, they are being paid more than the market equilibrium wage for their job. At $8.00 per hour, employers will hire 110 cashiers, but 175 workers are available for work as a cashier. There are 65 workers who would like a job as a cashier at a wage of $8.00 per hour but cannot get such a job. Because a labor surplus exists for jobs that are overpaid, a wage above equilibrium has two implications. First, employers are paying more than necessary to produce their output; they could cut wages and still find enough qualified workers for their job openings. In fact, if they did cut wages, they could expand output and make their product cheaper and more accessible to consumers. Second, more workers want jobs than can find them. If wages were reduced a bit, more of these disappointed workers could find work.
Review Questions

1. Profit maximization requires that firms hire labor until marginal revenue productivity equals the market wage. If wages are low, a profit maximizer will hire labor in abundant quantity, driving the marginal revenue productivity down to the low level of the wage. This statement, then, seems to imply that firms are not maximizing profits.

3. The potential employment effects of OSHA standards differ with the type of approach taken. If the standards apply to capital (machinery), they will increase the cost of capital equipment. This increase in cost has a scale effect, which will reduce the quantity demanded of all inputs (including labor). On the other hand, it also provides employers with an incentive to substitute labor (which is now relatively cheaper) for capital in producing any given desired level of output. This substitution will moderate the decline in employment.

   In contrast, requiring employers to furnish personal protective devices to employees increases the cost of labor. In this case, employers have an incentive to substitute now relatively cheaper capital for labor when producing any given level of output (as above, the increased cost of production causes a scale effect that also tends to reduce employment).

   Other things equal, then, the employment reduction induced by safety standards will be greater if the personal protective device method is used. However, to fully answer the question requires information on the costs of meeting the standards using the two methods. For example, if the “capital” approach increases capital costs by 50 percent while the “personal protective” approach increases labor costs by only 1 percent, the scale effect in the first method will probably be large enough that greater employment loss will be associated with the first method.

5. The wage and employment effects in both service industries and manufacturing industries must be considered. In the service sector, the wage tax on employers can be analyzed in much the same way that payroll taxes are analyzed in the text. That is, a tax on wages, collected from the employer, will cause the demand curve to shift leftward if the curve is drawn with respect to the wage that employees take home. At any given hourly wage that employees take home, the cost to the employer has risen by the amount of the tax. An increase in cost associated with any employee wage dampens the employer’s appetite for labor and causes the demand curve to shift down and to the left.

   The effects on employment and wages depend on the shape of the labor supply curve. If the labor supply curve is upward-sloping, both
employment and the wage employees take home will fall. If the supply curve is vertical, employment will not fall, but wages will fall by the full amount of the tax. If the supply curve is horizontal, the wage rate will not fall, but employment will.

The reduced employment and/or wages in the service sector should cause the supply of labor to the manufacturing sector to shift to the right (as people formerly employed in the service sector seek employment elsewhere). This shift in the supply curve should cause employment in manufacturing to increase even if the demand curve there remains stationary. If the demand curve does remain stationary, the employment increase would be accompanied by a decrease in manufacturing wages. However, the demand for labor in manufacturing may also shift to the right as consumers substitute away from the now more expensive services and buy the now relatively cheaper manufactured goods. If this demand shift occurs, the increase in employment would be accompanied by either a wage increase or a smaller wage reduction than would occur if the demand curve for labor in manufacturing were to remain stationary.

7. The imposition of financial penalties on employers who are discovered to have hired illegal immigrants essentially raises the cost of hiring them. The employers now must pay whatever the prevailing wage of the immigrants is, and they also face the possibility of a fine if they are discovered to have illegally employed workers. This penalty can be viewed as increasing the cost of hiring illegal workers so that this cost now exceeds the wage. This effect can be seen as a leftward shift of the demand curve for illegal immigrants, thus reducing their employment and wages.

The effects on the demand for skilled “natives” depend on whether skilled and unskilled labor are gross substitutes or gross complements. Raising the cost of unskilled labor produces a scale effect that tends to increase the cost of production and reduce skilled employment. If skilled and unskilled labor are complements in production, the demand for skilled labor will clearly shift to the left as a result of the government’s policy. However, if they are substitutes in production, the increased costs of unskilled labor would stimulate the substitution of skilled for unskilled labor. In this case, the demand for skilled labor could shift either right (if the substitution effect dominated the scale effect) or left (if the scale effect dominated).

9. Wage subsidies shift the demand for labor curve (in terms of employee wages) to the right. The effect on employment depends on the slope of the labor supply curve, which affects how much of the increased demand is translated into wage increases. The increases in employment will be greater when the supply curve is flatter and the associated wage increase received by workers is smaller.
Problems

1. The marginal product (as measured by these test scores) is 0.

3. See the figure below. Since the supply curve is vertical, the workers will bear the entire tax. The wage will fall by $1 per hour, from $4 to $3.

5. (Appendix) As the chapter explains, to minimize cost, the firm picks $K$ and $L$ so that $W/MP_L = C/MP_K$, where $C$ is the rental cost of capital. Rearrange this $W/C = MP_L/MP_K$ and substitute in the information from the problem:

$$12/4 = 30K^{0.25}L^{-0.25}/10K^{-0.75}L^{0.75}$$
$$3 = 3K/L$$
$$K = L$$


b. Since the cost-minimizing capital-labor ratio is 1, the firm should use equal amounts of capital and labor. To produce 10,000 pairs of earrings, the calculation is as follows:

$$Q = 25K \times L$$
$$10,000 = 25K \times L$$
$$400 = K \times L$$

Since $K = L$, $400 = K \times K$. 20 units of both $K$ and $L$ must be used, and at $8 per unit the cost comes to $320.

c. Costs are minimized when $MP_L/MP_K = W/C$. $MP_L$ equals $25K$, and $MP_K$ equals $25L$, so their ratio equals $K/L$. For costs to be minimized, $K/L$ must now equal $8/6$, meaning that the capital-labor ratio rises from 1 to 1.33. Once capital becomes cheaper, capital is substituted for labor.
Chapter 4

Review Questions

1. The overall conditions making for a smaller employment loss among teenagers are (a) a small substitution effect and (b) a small scale effect. The substitution effect is relatively small when it is difficult to substitute capital or adult workers for teenagers or when those substitutes rise in price when the demand for them grows. A small scale effect is associated with having the labor cost of teenagers be a small part of overall cost and with the industry’s product demand curve being relatively inelastic.

3. The tax credit for capital purchases effectively lowers the cost of capital, so the question thus becomes, under what conditions will a reduced price of capital increase employment the most? Employment will be most beneficially affected if a particular industry has a large scale effect and a small substitution effect associated with the tax credit. The scale effect will be largest when the share of capital is relatively large (so that the reduced price of capital results in a relatively large reduction in product price) and when the product demand elasticity facing the industry is relatively large (the product price decline causes a large increase in product demand). The substitution effect will be nonexistent if labor and capital are complements in production; it will be relatively small when they are substitutes in production but capital is not easily substituted for labor or when the supply of labor is inelastic (so that if the demand for labor goes down as capital is substituted for it, wages will also go down—which will blunt the substitution effect).

5. Both options increase the costs of firms not already providing employees with acceptable health coverage. Since noncoverage is a characteristic mostly of small firms, all options would increase costs of small firms relative to costs in large firms. This would create a scale effect, tending to reduce employment in small firms relative to that in large ones. The magnitude of this scale effect will be greater the more elastic product demand is and (usually) the greater labor’s share is in total cost.

Option A has, in addition to the scale effect, a substitution effect that tends to decrease the number of workers a firm hires. This substitution effect will be larger the more easily capital can be substituted for labor and the more elastic the supply of capital is.

Option B is a tax on a firm’s revenues, so it would have just a scale effect on the demand for labor, not a substitution effect. It would increase total costs and cause downward pressures on employment and wages, but it does not raise the ratio of labor costs to capital costs. Thus, its effects on wages and employment would be smaller than under option A.
7. a. An increased tariff on steel imports will tend to make domestic product demand, and therefore the demand for domestic labor, more inelastic.
   b. A law forbidding workers from being laid off for economic reasons will discourage the substitution of capital for labor and therefore tend to make the own-wage elasticity of demand for labor more inelastic.
   c. A boom in the machinery industry will shift the product demand curve in the steel industry to the right, thereby shifting the labor demand curve to the right. The effects of this shift on the own-wage elasticity of demand for labor cannot be predicted (except that a parallel shift to the right of a straight-line demand curve will reduce the elasticity at each wage rate).
   d. Because capital and labor are most substitutable in the long run, when new production processes can be installed, a decision to delay the adoption of new technologies reduces the substitutability of capital for labor and makes the labor demand curve more inelastic.
   e. An increase in wages will move the firm along its labor demand curve and does not change the shape of that curve. However, if the demand curve happens to be a straight line, movement up and to the left along the demand curve will tend to increase elasticity in the range in which firms are operating.
   f. A tax placed on each ton of steel output will tend to shift the labor demand curve to the left but will not necessarily change its elasticity. However, if the demand curve happened to be a straight line, this leftward shift would tend to increase the elasticity of demand for labor at each wage rate.

**Problems**

1. Elasticity of demand = \(\frac{\% \Delta \text{ (quantity demanded)}}{\% \Delta \text{ (wage)}} = \frac{(\Delta L_D / L_D)}{(\Delta W / W)} = (\Delta L_D / \Delta W) \times (W / L_D)\). At \(W = 100\), \(L_D = 3,000\), so that \(W / L_D = 100 / 3,000\). You will note that \((\Delta L_D / \Delta W)\) is the slope of the labor demand function (the change in employment demanded brought about by a one-unit change in the wage). This slope equals \(-20\). Therefore, own-wage elasticity of demand = \(-20 \times (100 / 3,000) = -2/3\). The demand curve is inelastic at this point.

   Use the same approach to calculate the elasticity at \(W = 200\). In this case, the own-wage elasticity of demand = \(-20 \times (200 / 1,000) = -4\). The demand curve is elastic at this point.

3. a. See the following figure. The higher wage will cause a movement along the demand curve, and \(L_D\) will fall from \(-20 \times (300 - 20 \times 4)\) to 200 \((300 - 20 \times 5)\).
b. The initial equilibrium wage in the uncovered sector is $4 per hour and \( L = 220 \). Then, the labor supply curve shifts over by 20 to \( L_{S'} = -80 + 80W \). The new equilibrium is \( W = 3.80 \) per hour and \( L = 224 \).
5. a. The elasticity of demand is defined as the percentage change in employment divided by the percentage change in the wage. Using the starting values for employment and wages as our bases, the percentage change in employment of Union A’s members when the wage rises from $4 to $5 (a 25% increase) is (10,000 - 20,000)/20,000—or a 50% decrease in employment. Thus, the elasticity of demand for A’s members is -50%/25% = -2. For Union B, a wage decrease from $6 to $5 (a 16% decrease) is associated with an increase in employment from 30,000 to 33,000—a 10% increase. The elasticity of demand facing B is therefore 10%/-16% = -0.625. The demand curve facing A is more elastic than the one facing B.

b. One cannot say which union will be more successful in increasing its members’ total earnings. This depends upon a number of factors, including the bargaining power of the two unions and the firms with which they deal. It is true, however, that the union with the more elastic demand curve will suffer a larger percentage employment loss for any given percentage increase in wages, and this is likely to reduce its incentive to push for large wage gains. Thus, the union facing the less elastic demand curve is likely to be more successful in raising its members’ wages.

7. A 10 percent fall in the price of capital caused a 15 percent fall in the use of assistant bakers, so the cross-wage elasticity in this case is +1.5. A positive cross-elasticity indicates the two are gross substitutes.

Chapter 5

Review Questions

1. The labor supply curve to a firm depicts how the number of workers willing to work for that firm responds to changes in the firm’s offered wage. If workers can move from one employer to another without costs of any kind, then small changes in the wage will bring about large changes in labor supply (as workers seek out the highest-paying employer in their labor market). Thus, if mobility costs are truly zero, the wage a firm offers cannot differ from the market wage, and its labor supply curve is horizontal at the market wage.

If workers find it costly to move among employers, then they will only move if the wage gains from the move are large enough to offset the costs of the move—and some wage changes will be too small to induce mobility. *Furthermore, some workers are likely to find moving more costly—or less beneficial—than others* (they find it more difficult to generate offers of employment, are less open to change, are more emotionally tied to their current workplaces, or have a shorter time horizon over which to collect the benefits). The differences among workers in the incentives for mobility produced by a given wage change mean that some workers will want to change employers and some will stay put.
Because not everyone in a labor market is lured to a firm that raises its wage, and because not all employees of a firm that reduces its wage will quit, the labor supply curve to the firm is not horizontal. Rather, it is upward-sloping. The positive slope indicates that the larger the wage increase is, the greater will be the number of workers attracted to the firm. Conversely, the larger the reduction in wages is, the greater will be the likelihood that an employer will lose its current workers to other firms.

3. One reason firms are slow to hire in expansions is that they are slow to lay off workers during a recession. Workers in whom the firm has made an investment are paid less than the value of their marginal product so the firm can recoup investment costs, and this difference offers employment protection when productivity falls in a recession (because investment costs are sunk and the firm will continue to employ a worker in the short run as long as marginal revenue productivity exceeds the wage). As productivity rises during expansion, firms will not hire workers (which involves an investment) until the gap between marginal revenue productivity and wages is again large enough so that the firm can recoup investment costs.

5. Low-wage jobs typically involve less training than high-wage jobs, and if the training in high-wage jobs is at least partly paid for by employers, the cost of training will induce employers to substitute longer hours of work for hiring more workers. Thus, it is consistent with economic theory for employers to require longer hours of work for workers with more skills.

7. This change would convert a quasi-fixed labor cost to a variable one, inducing employers to substitute added workers for weekly hours (especially overtime hours) of work. Because this new financing scheme increases the cost of higher-paid workers relative to lower-paid ones, it also induces firms to substitute unskilled for skilled workers. (Both these effects emphasize labor–labor substitution; scale effects are minimal if total premiums are held constant.)

9. Hiring and training investments by employers (and employees) are more attractive, other things equal, when the period over which returns can be received is longer. A cap on weekly hours of work limits this period, and it therefore serves to reduce incentives for such skill formation. Furthermore, while intended to increase employment by “spreading the work,” the cap increases labor costs by constraining how employers allocate their resources, creating a scale effect that tends to reduce employment.

Problems

1. a. \( E = 5W, \) so \( W = 0.2E. \) Thus, the wage must rise by 20 cents for every one-person increase in desired number of employees.
   b. Total labor costs (C) are \( E \cdot W, \) so \( C = E(0.2E) = 0.2E^2. \)
   c. The marginal expense of labor (\( ME_L \)) is found by taking the derivative of C with respect to E: \( \frac{dC}{dE} = 0.4E. \) Note that while wages must rise by
20 cents for every additional employee desired, the marginal expense of labor rises by 40 cents (refer back to footnote 7 in the text).

3. Given the lack of mobility costs for employees, the firm cannot recoup its costs of providing general training. Thus, the worker must pay for the training:

\[ W = MRP_L - \text{cost of training} = $3,000 - $1,000 = $2,000. \]

5. a. The total labor cost is equal to the offered wage \( \times \) supply of labor. The marginal expense of labor is equal to \( \Delta(\text{total labor cost})/\Delta(\text{supply of labor}) \). (See the following table.)

<table>
<thead>
<tr>
<th>Offered Wage ($)</th>
<th>Supply of Labor (Number of Hours)</th>
<th>Total Labor Cost ($)</th>
<th>ME_L</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>18</td>
<td>72</td>
<td>—</td>
</tr>
<tr>
<td>5</td>
<td>19</td>
<td>95</td>
<td>23</td>
</tr>
<tr>
<td>6</td>
<td>20</td>
<td>120</td>
<td>25</td>
</tr>
<tr>
<td>7</td>
<td>21</td>
<td>147</td>
<td>27</td>
</tr>
<tr>
<td>8</td>
<td>22</td>
<td>176</td>
<td>29</td>
</tr>
</tbody>
</table>

b. 

![Graph showing the relationship between offered wage, supply of labor, total labor cost, and marginal expense of labor.](image)
7. a. | Offered Wage ($) | Supply of Labor (Number of Hours) | Total Labor Cost ($) | ME_L |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>19</td>
<td>76</td>
<td>—</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>100</td>
<td>24</td>
</tr>
<tr>
<td>6</td>
<td>21</td>
<td>126</td>
<td>26</td>
</tr>
<tr>
<td>7</td>
<td>22</td>
<td>154</td>
<td>28</td>
</tr>
<tr>
<td>8</td>
<td>23</td>
<td>184</td>
<td>30</td>
</tr>
</tbody>
</table>

b. 

![Graph showing supply curves and marginal expense curves.](graph).

c. The supply curve of labor and the marginal expense of labor curve both shifted to the right.
d. There will be an increase in employment to between 20 and 21 hours of labor, and the firm will offer a wage between $5 and $6.

9. a. | Quantity of Labor (Hours) | Offered Wage ($) | Total Hourly Labor Cost | ME_L | MRP_L |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>6</td>
<td>30</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>6</td>
<td>8</td>
<td>48</td>
<td>18</td>
<td>50</td>
</tr>
<tr>
<td>7</td>
<td>10</td>
<td>70</td>
<td>22</td>
<td>38</td>
</tr>
<tr>
<td>8</td>
<td>12</td>
<td>96</td>
<td>26</td>
<td>26</td>
</tr>
<tr>
<td>9</td>
<td>14</td>
<td>126</td>
<td>30</td>
<td>14</td>
</tr>
<tr>
<td>10</td>
<td>16</td>
<td>160</td>
<td>34</td>
<td>2</td>
</tr>
<tr>
<td>11</td>
<td>18</td>
<td>198</td>
<td>38</td>
<td>1</td>
</tr>
</tbody>
</table>
c. The profit-maximizing firm will determine the quantity of hours by equating $ME_L$ with $MRP_L$ and offer a wage as indicated by the supply of labor curve. At Toasty Tasties, 8 hours of labor will be employed at a wage of $12 per hour.

d. If the mandated wage is $14 per hour, there will be an increase in the number of hours employed to 9 hours.

e. If the mandated wage is $26 per hour, there will be 8 hours of labor employed.

f. If the mandated wage is above $26 per hour, there will be fewer than 8 hours of labor employed.

**Chapter 6**

**Review Questions**

1. False. An inferior good is defined as one that people consume less of as their incomes rise (if the price of the good remains constant). A labor supply curve is drawn with respect to a person’s wage rate. Thus, for a labor supply curve to be backward-bending, the supply curve must be positively sloped in some range and then become negatively sloped in another. A typical way of illustrating a backward-bending supply curve is shown below.
Along the positively sloped section of this backward-bending supply curve, the substitution effect of a wage increase dominates the income effect, and as wages rise, the person increases his or her labor supply. However, after the wage reaches $W_0$ in the figure, further increases in the wage are accompanied by a reduction in labor supply. In this negatively sloped portion of the supply curve, the income effect dominates the substitution effect.

We have assumed that the income effect is negative and that, therefore, leisure is a normal good. Had we assumed leisure to be an inferior good, the increases in wealth brought about by increased wages would have worked with the underlying substitution effect and caused the labor supply curve to be unambiguously positively sloped.

3. The graphs for each option are shown below, with the new constraints shown as dashed lines. By mandating that 5 percent of each hour be worked for free, option A reduces lawyers’ wages, creating income and substitution effects that work in opposite directions on their desired labor supply.
Option B essentially reduces the time lawyers have available for leisure and paid work, which shifts the budget constraint to the left in a parallel manner (keeping the wage rate constant). This creates an income effect that increases their incentives to work for pay.

Option C leaves unchanged the budget constraint of lawyers who work relatively few hours, but for those who work enough to earn over $50,000, there is an income effect that tends to increase work incentives. For some whose incomes were only slightly above $50,000, however, the $5,000 tax may drive them to reduce hours of work, thereby reducing their earnings to $50,000 and avoiding the tax. These lawyers find their utilities are maximized at point X in the graph of option C’s budget constraint.

5. Absenteeism is one dimension of labor supply, so the proposals must be analyzed using labor supply theory. Both proposals increase worker income, because employees now have paid sick days; this increase in income will tend to increase absenteeism through the income effect. The first proposal also raises the *hourly wage*, however, because any unused sick leave can be converted to cash in direct proportion to the unused days. Thus, this first proposal will tend to have a substitution effect accompanying the income effect, so the overall expected change in absenteeism is ambiguous.

The second proposal raises the cost of the first sick day because, if absent, the worker loses the entire promised insurance policy. Thus, there is a huge substitution effect offsetting the income effect for the first day of absence. However, once sick leave is used at all, *further days* of absence cause no further loss of pay; thus, after the first day, there is no substitution effect to offset the income effect, and this will tend to increase the incentives for absenteeism.

7. In the following figure, the straight line $AB$ represents the person’s market constraint (that is, the constraint in a world with no subsidies). $ACDEB$ is the constraint that would apply if the housing subsidy proposal became effective.
The effects on labor supply depend on which segment of ACDEB the person finds relevant. There are four possible cases. First, if the indifference curves are very steeply pitched (reflecting a strong desire to consume leisure), the housing subsidy proposal will not affect work incentives. The person strongly desiring leisure would continue to not work (would be at point C) but would receive the housing subsidy of $2,400. The second case occurs when the person has a tangency along segment CD. Along this segment, the person’s effective wage rate is the same as the market wage, so there is a pure income effect tending to reduce work incentives.

If the person has a tangency point along segment DE, there are likewise reduced incentives to work because the income effect caused by the northeast shifting out of the budget constraint is accompanied by a reduction in the effective wage rate. Finally, those with tangency points along EB will not qualify for the housing subsidy program and therefore will not alter their labor supply behavior. (An exception to this case occurs when a person with a tangency point near point E before the initiation of the housing subsidy program now has a tangency point along segment DE and, of course, works less than before.)

9. The old constraint is ABC below, and the new one is BADEC.

The work-incentive effects of the new constraint depend on worker preferences. For those with relatively strong preferences for leisure, who may not have been in the labor force before, there is an increased incentive to join the labor force and work part-time. For workers with very weak preferences for leisure (who had a tangency along the upper part of EC before), there will be no effect. However, for workers whose earlier tangency was along the lower middle part of EC, the new constraint may create incentives to cut the hours of work and maximize utility at point D.
Problems

1. a. See the following figure, where the initial budget constraint is given by $ACE$. After the new law is passed, the budget constraint bends upward after 8 hours of work. Thus, the new wage rate and overtime constraint is given by $ABCD$, which intersects the old constraint at point $C$—the original combination of income and working hours (10 hours of work in this example).
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b. Initially, earnings were $11 \times 10 = $110. The new earnings formula is $8W + 2 \times 1.5W$, where $W$ = the hourly wage. Pick $W$ so that this total equals $110. Since $11W = $110$, we calculate that $W = $10 per hour.

c. See the figure above. If the workers were initially at a point of utility maximization, their initial indifference curve was tangent to the initial budget constraint (line $ACE$) at point $C$. Since the new budget constraint (along segment $BD$) has a steeper slope ($15$ per hour rather than $11$ per hour), the workers’ initial indifference curve cannot be tangent to the new constraint at point $C$. Instead, there will be a new point of tangency along segment $CD$, and hours of work must increase—tangency points along $CD$ lie to the left of point $C$. (Income in the vicinity of point $C$ is effectively being held constant, and the substitution effect always pulls in the direction of less leisure whenever the wage rate has risen.)

3. a. $\Delta$ hours worked per year $= \Delta$ hours worked per week $\times$ weeks worked per year $= (-10) (50) = -500$

Income Effect $= (\Delta H / \Delta Y) \bigg|_{W \text{constant}} = -500 / 50000 = -1 / 100$

Interpretation: For every $100$ increase in nonlabor income, you work 1 hour less each year.

Answers
b. The substitution effect is zero. The lottery win enhances wealth (income) independent of the hours of work. Thus, income is increased without a change in the compensation received from an hour of work.

5.

7. Teddy’s nonlabor income is $75. His base wage rate is \((\$145 - \$75)/(16 - 9) = \frac{70}{7} = \$10\) per hour. His overtime wage rate is \((\$325 - \$145)/(9 - 0) = \frac{180}{9} = \$20\) per hour. Teddy needs to work at least 7 hours before he receives overtime.

Chapter 7

Review Questions

1. a. \(6,000 - 5,600 = 400\).
   b. The labor force participation rate drops from 60 percent to 56 percent, a reduction of 4 percentage points.
   c. One implication of hidden unemployment is that the unemployment rate may not fully reflect the degree of joblessness. That is, some people who want to work but do not have work are not counted as unemployed because they place such a low probability on obtaining employment that they stop looking for work. While this observation may suggest that hidden unemployment should be included in the published unemployment figures, to do so would call into question the theoretical underpinnings of our measure of unemployment. Economic theory suggests that unemployment exists if there are more people willing to work at the going
wage than there are people employed at that wage. If economic conditions are such that at the going wage some decide that time is better spent in household production than in seeking market work, our theory suggests that they have in fact dropped out of the labor force.

3. Jimmy Carter’s statement reflects the “additional-worker hypothesis.” Stated briefly this hypothesis suggests that as the economy moves into a recession and some members of the labor force are thrown out of work, other family members currently engaged in household production or leisure will enter the labor force to try to maintain family income. While Carter’s statement of the additional-worker hypothesis is an apt description of that hypothesis, his statement fails to reflect the fact that studies show the “discouraged worker” effect dominates the added-worker effect (that is, as the economy moves into a recession and workers are laid off, the labor force shrinks, on balance).

5. To parents who must care for small children, this subsidy of day care is tantamount to an increase in the wage rate. For those parents who are currently out of the labor force, the increased wage will be accompanied by a dominant substitution effect that induces more of them to work outside the home (the substitution effect dominates in participation decisions). For those who are currently working outside the home, this increase in the take-home wage will cause both an income and a substitution effect, the net result of which is not theoretically predictable. If the substitution effect is dominant, then the change in policy would increase the hours of work. If the income effect is dominant, then this increase in the take-home wage rate might cause a reduction in work hours.

7. For workers close to retirement age, this change in government policy creates a significant decrease in postretirement income. The basic postretirement pension has been cut in half, so these workers experience a substantial income effect that would drive them in the direction of more work (delayed retirement).

For very young workers, the reduction in pension benefits facing them in their retirement years is offset by a reduction in payroll taxes (which, of course, acts as an increase in their take-home wage rate). Thus, if we assume that these workers will pay for their retirement benefits through the payroll taxes they pay over their careers, this change in Social Security might leave their lifetime wealth unaffected. If so, the cut in payroll taxes would increase their wages without causing an increase in lifetime wealth, which would create a “pure” substitution effect inducing more labor supply (and possibly later retirement).

9. a. The budget constraint facing this teenager is shown here, with line $ABC$ representing the constraint associated with her job with the caterer and $AD$ the constraint as a babysitter (assuming she needs 8 hours per day for sleep and personal care).
b. The value to her of studying and practicing would be shown by indifference curves, with more steeply sloped curves indicating a greater value. If she places a high value on her household activities, she will either not work (corner solution at point A) or choose to work as a caterer along constraint AB. In this case the state law has no effect. With a flatter indifference curve, however, she may maximize utility at point B (catering job) or along ED. In these cases, the state law reduces her earnings and her utility, but the effects on her hours at home are unclear. If she ends up at point B, she spends more time at home than she would if unconstrained, but along ED, the income and substitution effects of the law work in opposite directions, and the effects on hours at home are ambiguous.

11. a. The constraint for Company X is ABC in the following diagram, while the constraint for Company Y is AD; both assume maximum work hours per year are 4,000.
b. A woman preferring to work more than 2,000 hours for Company X would have a tangency along segment \( EC \) if she worked for Company X. If she is now offered a job at $25 per hour at Company Y, she would prefer the offer from Y, because her tangency would end up along segment \( ED \). Segment \( ED \) has a higher slope than segment \( EC \), so the effect of the new offer from Y is to increase her wage rate. Thus, the income effect of the wage increase will push her toward fewer work hours, while the substitution effect of the wage increase will push her toward more work hours; the overall effect on her hours of work is therefore uncertain.

**Problems**

1. a. Unemployment rate (official) = \( (\# \text{ unemployed} / \# \text{ in labor force}) \times 100 \)
   For June 2006: unemployment rate = \( (7,341 / 152,557) \times 100 = 4.81 \) percent
   For June 2007: unemployment rate = \( (7,295 / 154,252) \times 100 = 4.73 \) percent
   The officially defined unemployment rate fell by 0.08 percentage points.
   b. Unemployment rate (unofficial) = \( (\# \text{ unemployed} + \# \text{ discouraged}) / (\# \text{ in labor force} + \# \text{ discouraged}) \times 100 \)
   For June 2006: Unemployment rate (w/discouraged workers) = \( (7,341 + 481) / (152,557 + 481) \times 100 = (7,822 / 153,038) \times 100 = 5.11 \) percent
   For June 2007: Unemployment rate (w/discouraged workers) = \( (7,295 + 401) / (154,252 + 401) \times 100 = (7,696 / 154,653) \times 100 = 4.98 \) percent
   The unofficially defined unemployment rate fell by 0.13 percentage points.
   c. If job opportunities are expanding, the officially defined unemployment rate will tend to fall, but the number of discouraged individuals will also tend to decrease. Since these people no longer feel as discouraged, they will enter the labor force and search for a job as unemployed workers, thus moderating the decrease in the officially defined unemployment rate.

3. a. The wage rate without the program is $160/16 hours $10 per hour.
   b. The program’s no-work benefit is $40. The wage rate with program participation is \( (\$80 - \$40) / 8 = \$40 / 8 = \$5 \) per hour.
   c. If the individual had chosen to work less than 8 hours per day, she would be better off participating in the program, since the money income is larger, allowing a higher utility level. If the individual had chosen to work more than 8 hours per day, she would probably be unaffected by the program. However, some who had chosen to work just slightly more than 8 hours might be made better off by reducing hours of work and qualifying for the program (see the answer to part d below).
   d. Workers with indifference curves tangent to the “market” budget constraint at exactly 8 hours of work will maximize utility under the new program by working fewer hours. At 8 hours of work, their indifference curves have a slope equal to the $10 wage, so the curve they were on before the program began will pass below the new constraint created by the program. With the program, their utility will be maximized along the new constraint segment; in conceptual terms, both income and substitution effects push them in the direction of fewer hours of work.
Chapter 8

Review Questions

1. The demand curve shows how the marginal revenue product of labor ($MRP_L$) is affected by the number employed; if few workers are employed, they are placed in jobs in which their $MRP_L$ is relatively high. The supply curve indicates the number of workers willing to offer their services at each wage rate. Because fewer construction workers are willing to offer their services at any given wage if working conditions are harsh (as in Alaska), construction wages will be higher than in the continental United States. Furthermore, the higher wage that must be paid restricts employment in harsh conditions to the performance of projects that have a very high $MRP_L$.

3. A society unwilling to use force or trickery to fill jobs that are dangerous, say, must essentially bribe workers into voluntarily choosing these jobs. To induce workers to choose a dangerous job over a safer one requires that the former be made more attractive than the latter in other dimensions, and one way is to have elevated compensation levels. These increased levels of compensation are what in this chapter we have called compensating wage differentials.

These compensating wage differentials will arise if workers are well-informed and can select from an adequate number of job choices. If workers are without choice, then society essentially forces them to take what is offered through the threat of being jailed or of not being able to obtain a means of livelihood.

If, instead of lacking choice, workers lack information about working conditions in the jobs from which they have to choose, then society is in effect using trickery to allocate labor. That is, if workers are ignorant of true working conditions and remain ignorant of these conditions for a long period after they have taken a job, they have not made their choice with full information. They have been tricked into making the choice they have made.

5. False. Whether government policy is required in a particular labor market depends on how well that market is functioning. If the outcomes of the market take into account worker preferences (with full information and choice), then the labor market decisions will lead to utility maximization among workers. In this case, efforts by government to impose a level of safety greater than the market outcome could lead to a reduction in worker welfare (as argued in the text).

If the market fails to take full account of worker preferences, owing to either lack of information or lack of choice, then the private decision-makers do not weigh all the costs and benefits of greater safety. There is a very good chance that the market outcome will not be socially optimal, and an appropriate setting of governmental standards could improve the utility of workers.

Of course, if society does not trust workers’ preferences or seeks to change those preferences, it would not want to rely on the market even if
it were functioning perfectly, because the market would reflect worker preferences.

7. Men and women who work in their homes do not have to bear the expenses of commuting and child care that factory workers do. Moreover, many prefer the flexibility of working at home to the regimen of a factory, because they can perform farming chores or do other household tasks that would be impossible to do during a factory shift. These intrinsically desirable or cost-saving aspects of working at home suggest that the same level of utility could be reached by homeworkers at a lower wage rate than factory workers receive. Thus, at least part of the higher wage paid to factory workers is a compensating wage differential for the cost and inconvenience of factory employment.

9. From the perspective of positive economics, banning Sunday work drives down the profits of employers, which will have a scale effect on employment, and drives up the cost of labor relative to capital (machines are not banned from running on Sunday). Overall, firms will tend to hire less labor.

Furthermore, in the absence of government prohibitions, most workers presumably preferred to celebrate a Sabbath, and in Germany, Sunday was most likely the typical choice. With most workers preferring Sunday off, employers who wanted to remain open had to hire from a small pool of workers who did not celebrate Sunday as a Sabbath. If this pool was small relative to the demand for Sunday workers, employers had to pay a compensating wage differential to lure workers into offering their services on Sundays. The workers most easily lured were those who cared least about having Sunday off. These workers will lose their premium pay (unless exempt from the law).

Normatively, this law prevents some voluntary transactions. It makes society worse off by preventing workers who are willing to work on Sundays (for a price) from transacting with employers who want Sunday workers, and it thus discourages some mutually beneficial transactions.

Problems

1. See the following figure. \( A \)'s wage at 3 meters is \( 10 + 0.5 \times 3 = $11.50 \) per hour. At 5 meters, \( B \)'s wage is \( 10 + 0.5 \times 5 = $12.50 \) per hour. \( A \)'s indifference curve must be tangent to the offer curve at 3 meters—\( B \)'s must be tangent at 5 meters. Because both indifference curves are tangent to a straight line, both must have the same slope at their points of tangency; therefore, both workers are willing to pay (or receive) 50 cents per hour for reduced (added) depth of 1 meter. Worker \( A \), who chooses to work at 3 meters, has a steeper indifference curve (a greater willingness to pay for reduced depth) at each level of depth; that is why worker \( A \) chooses to work at a shallower depth.
3. (Appendix) He will be fully compensated when his expected utility is the same on the two jobs.
Utility from the first job is \( U = \sqrt{Y} = \sqrt{40,000} = 200 \).
Utility from the second job is
\[
U = .5 \times \sqrt{Y_{\text{bad}}} + .5 \times \sqrt{Y_{\text{good}}} = .5 \times \sqrt{22,500} + .5 \times \sqrt{Y_{\text{good}}}
\]
This equals the utility of the first job when \( Y_{\text{good}} = 62,500 \) (\( .5 \times 150 + .5 \times \sqrt{Y_{\text{good}}} = 200 \)). If he earns $22,500 half the time and $62,500 half the time, his expected earnings are $42,500. Thus, his expected extra pay for the layoff risk is $2,500 per year.

5. a. Sheldon is willing to trade 1 percent risk of injury for $3 per hour. Shelby is willing to trade 1 percent risk of injury for $2 per hour. Since Sheldon requires a larger wage increase to compensate him for a 1 percent increase in risk of injury, he has a stronger aversion to risk of injury.

b. An isoprofit curve that is concave (from below) exhibits diminishing marginal returns to safety expenditures. Where the curve is steeply sloped, wages will have to be reduced by a lot if the firm is to reduce risk and still maintain its profits; this trade-off between wage and risk is more similar to Sheldon’s willingness to trade wage and risk. Thus, an individual with a stronger aversion to risk is more likely to attain a match farther to the left along a concave isoprofit curve. Shelby’s tangency point will be to the right of Sheldon’s.
A linear isoprofit curve is a graphic representation of the assumption of constant marginal returns to safety expenditures. In this situation, the trade-off between risk of injury and wages does not vary.

b. \( W_{ABC} = 4 + .5R \)
\( W_{XY} = 3 + .75R \)
Solving for \( R \):
\[
4 + .5R = 3 + .75R \\
1 = .25R \\
4 = R
\]
Now solve for \( W \):
\[
W = 4 + .5(4) = 4 + 2 = $6
\]
At a risk level of 4, both firms will offer a wage rate of $6.00 per hour.

c. At risk levels lower than 4, workers would prefer to work at Company ABC, which is offering higher wage rates for those risk levels. At risk levels higher than 4, workers would prefer to work at Company XY, which is offering higher wage rates for those risk levels.

Chapter 9

Review Questions

1. Understanding why women receive lower wages than men of comparable age requires an analysis of many possible causes, including discrimination. This answer will explore the insights provided by human capital theory.
Women have traditionally exhibited interrupted labor market careers, which shortens the time over which human capital investments can be recouped. Even recently, when educational attainment levels between relatively young men and women have equalized, women graduates are still bunched in occupations for which an interrupted working life is least damaging. Lower human capital investments and occupational bunching are undoubtedly associated with lower wages.

The fact that female age/earnings profiles are relatively flat, while men have age/earnings profiles that are more upward-sloping and concave, can also be explained by human capital analysis. If men acquire more on-the-job training in their early years than women do, their wages will be relatively depressed by these investments (this will cause wages of men and women at younger ages to be more equal than they would otherwise be). In their later years, those who have made human capital investments will be recouping them, and this will cause the wages of men and women to become less equal.

3. Delaying reduces tuition costs, but it also delays the benefits of a medical education (generally measured as the difference between what doctors earn and what can be earned without a medical degree). This difference in benefits will be greatest for those with the smallest alternative (pre-medical-school) earnings. Furthermore, it reduces by one the number of years that the investment’s payoff can be recouped. Thus, those expecting the greatest payoff to an investment in medical education, and those who are older and therefore have fewer years over which to recoup its returns, will be least likely to take this offer.

5. One cost of educational investment is related to the time students need to devote to studying in order to ensure success. People who can learn quickly are going to have lower costs of obtaining an education. If one assumes that learning ability and ability in general (including productive capacity in a job) are correlated, then the implication of human capital theory is that the most-able people, other things being equal, will obtain the most education.

7. Government subsidies will, of course, lower the costs to individuals of obtaining an education (of making a human capital investment). Reduced university costs will, from an individual perspective, raise the individual rate of return to making an investment in education. This will induce more people to attend college than would have attended otherwise. Students who would, in the absence of a college subsidy, have required a postcollege earnings differential (as compared with that of a high school graduate) of $6,000 per year (say) may now be induced to attend college if the earnings differential is only $3,000 per year. From a social perspective, however, the increase in productivity of $3,000 per year may be insufficient to pay back society for its investments in college students.

9. The two facts are theoretically related. Human-capital investments require returns, and the returns will be greater (other things equal) when the payback
period (total hours of work after the investment is made) is longer. If women doctors want shorter work hours than male doctors, perhaps because of home responsibilities, then they will tend to invest less than men in acquiring additional training.

Problems

1. She needs to compare the present value of the costs and benefits from getting the MBA. Costs equal forgone income at ages 48 and 49, plus tuition. The cost of an apartment is not included, because she will need to live somewhere whether she’s working or in school. Benefits equal the $15,000 in extra wages that she’ll get at ages 50 through 59. Present value of costs = $50,000 + $50,000/(1.06) = $97,170. Present value of benefits = $15,000/(1.06)^2 + $15,000/(1.06)^3 + \ldots + $15,000/(1.06)^{10} + $15,000/(1.06)^{11} = $104,152.

Thus, Becky enrolls in the MBA program, because the present value of the net benefits of doing so is $6,982.

3. $PV = B_5/(1 + r)^5$
   \[ = \frac{125}{(1 + .04)^5} \]
   \[ = \frac{125}{(1.04)^5} \]
   \[ = \frac{125}{(1.217)} \]
   \[ = 102.71 \]

You should opt for $125 in five years, since the present value is worth more than $100 now.

5. Present Value = $B_1/(1 + r) + B_2/(1 + r)^2 + B_3/(1 + r)^3 + B_4/(1 + r)^4 + B_5/(1 + r)^5 - $20,000 - $100,000$
   \[ = 30,000/(1 + .05) + 30,000/(1 + .05)^2 + 30,000/(1 + .05)^3 \]
   \[ + 30,000/(1 + .05)^4 + 30,000/(1 + .05)^5 - $120,000 \]
   \[ = 28,571 + 27,211 + 25,916 + 24,681 + 23,505 - $120,000 \]
   \[ = $129,884 - $120,000 \]
   \[ = $9,884 > 0 \]

Yes, Theodore should enroll in the program.

Chapter 10

Review Questions

1. a. State licensing increases the costs of interstate mobility among licensed professionals, thus tending to reduce the overall supply to these occupations and to drive up their wages. In addition, the flows from low- to high-earnings areas are inhibited, which slows the geographic equalization of wages among these professionals.
b. The gainers from federalization would be licensed professionals who are in low-earnings areas, because their labor market mobility is enhanced. (One could also argue that clients in high-earnings areas similarly gain from the enhanced mobility of the professionals from whom they purchase services.) The losers are already licensed professionals in high-earnings areas who face increased competition now because of enhanced mobility.

3. a. Immigrant workers create goods or perform services that have value to the rest of society. Thus, whether their presence enriches native-born Americans (in the aggregate) depends on the total value of these services, net of what they are paid. If immigrants receive no more than their marginal revenue product, the native-born cannot lose and in fact will reap inframarginal gains. If immigrants are subsidized by the native-born, so that they are net consumers of goods and services, then the native-born could be worse off in the aggregate.

b. There are two critical issues from a normative perspective. The first is whether immigrants are subsidized, on balance, by the native-born (as noted earlier). If they are not, then there is a second issue: are there mechanisms whereby the native-born gainers from immigration can compensate the losers? Many economists argue that compensation of losers must take place for a potentially Pareto-improving policy to be socially defensible, so identifying whose wages are reduced and by how much is a critical social issue.

5. One factor inducing quit rates to be low is that the cost of job changing may be high (pension losses, seniority losses, and difficulties finding information about other jobs are examples of factors that can increase the cost of quitting). If there are cost barriers to mobility, then employees are more likely to tolerate adverse conditions within the firm without resorting to leaving.

Firms are also more likely to provide their employees with firm-specific training if quit rates are low. Thus, if firms need to train their employees in firm-specific skills, they clearly prefer a low quit rate.

Finally, firms prefer low quit rates because hiring costs are kept to a minimum. Every time a worker quits, a replacement must be hired, and to the extent that finding and hiring a replacement is costly, firms want to avoid incurring these costs.

From a social perspective, the disadvantage of having a low quit rate is related to the failure of the market to adjust quickly to shortages and surpluses. Changing relative demands for labor require constant flux in the employment distribution, and factors that inhibit change will also inhibit adaptation to new conditions.

Furthermore, high costs of quitting will be associated not only with lower quit rates but also with larger wage differentials across firms or regions for the same grade of labor. Since firms hire labor until marginal productivity equals the wage they must pay, these large wage differentials will also be accompanied by large differentials in marginal productivities within the same skill group. As
implied by our discussion of job-matching, if marginal productivities differ widely among workers with the same skills, national output could be increased by reallocating labor so that marginal productivities of the low-paid workers are enhanced.

7. It is possible that Japanese workers, say, do have stronger preferences for loyalty (meaning that they are more willing to pass up monetary gains from mobility for the sake of “consuming” loyalty to their current employers). It is also true that quit rates are affected by incentives as well as preferences, and incentives for lower quit rates can be altered by employer policies. Thus, quit rates do not by themselves allow us to measure differentials in inherent employee loyalties.

Lower quit rates in Japan, however, could result from poorer information flows about jobs in other areas, greater costs of changing jobs (employee benefits may be strongly linked to seniority within the firm so that when workers quit, they lose benefits that are not immediately replaced by their new employer), smaller wage differentials among employers, or other employer policies adopted because of a greater reliance on firm-specific human capital investments by Japanese employers.

9. Criminals presumably weigh the benefits of their crimes against the expected future costs (which can be thought of as the discounted present value of the expected loss of income and freedom if jailed). These costs will be smaller—and crime more attractive, other things equal—the higher one’s discount rate is. Thus, criminals tend to have higher-than-average discount rates. In contrast, because the act of immigration entails very high initial costs and returns that flow only over future years, we can infer that those who decide to immigrate tend to have lower-than-average personal discount rates. Thus, theory would lead us to expect that immigrants will have lower-than-average crime rates.

Problems

1. The present value of net benefits from the move is given by equation (10.1) in the text. Assuming that the benefits of the two identical jobs are summarized by the real wage, the present value of the gains from moving are $20,000 + $20,000/1.1 + $20,000/1.1^2 + $20,000/1.1^3 + $20,000/1.1^4 = $83,397.

   Because she doesn’t move, we know that the costs of moving outweigh the benefits. The direct cost of the move is only $2,000, so the psychic costs must be greater than $81,397.

3. Clare should compare the present value of her choices.

   \[
P_{US} = \frac{32,000}{1 + .06} + \frac{32,000}{(1 + .06)^2} + \frac{32,000}{(1 + .06)^3} + \frac{32,000}{(1 + .06)^4} - 6,000
   \]

   \[
   = 30,189 + 28,480 + 26,868 + 25,347 - 6,000
   \]

   \[
   = 104,884
   \]
\[ PV_{\text{France}} = \frac{30,000}{1 + .06} + \frac{30,000}{(1 + .06)^2} + \frac{30,000}{(1 + .06)^3} + \frac{30,000}{(1 + .06)^4} \]
\[ = 28,302 + 26,700 + 25,189 + 23,762 \]
\[ = 103,953 \]

Clare should take the job offer in the United States. She would be financially ahead by $931.

5. a. Draw curves from the following table:

<table>
<thead>
<tr>
<th>Wage ($)</th>
<th>Demand</th>
<th>Domestic Supply</th>
<th>Total Supply</th>
<th>Immigrants</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>30</td>
<td>12</td>
<td>16</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>28</td>
<td>13</td>
<td>18</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>26</td>
<td>14</td>
<td>20</td>
<td>6</td>
</tr>
<tr>
<td>6</td>
<td>24</td>
<td>15</td>
<td>22</td>
<td>7</td>
</tr>
<tr>
<td>7</td>
<td>22</td>
<td>16</td>
<td>24</td>
<td>8</td>
</tr>
<tr>
<td>8</td>
<td>20</td>
<td>17</td>
<td>26</td>
<td>9</td>
</tr>
<tr>
<td>9</td>
<td>18</td>
<td>18</td>
<td>28</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>16</td>
<td>19</td>
<td>30</td>
<td>11</td>
</tr>
</tbody>
</table>

Note: The number of immigrants in column 5 is calculated by subtracting the domestic supply of labor from the total supply of labor at particular wage rates.

b. \[ D = S_{\text{domestic}} \]
\[ 36 - 2W = W + 9 \]
\[ 27 = 3W \]
\[ 9 = W \]
\[ 36 - 2(9) = 18,000 \text{ domestic workers} \]

Before immigration, the equilibrium wage is $9.00 per hour, and 18,000 domestic workers will be hired.

c. \[ D = S_{\text{total}} \]
\[ 36 - 2W = 10 + 2W \]
\[ 26 = 4W \]
\[ $6.50 = W \]
\[ S_{\text{total}} = 2(6.50) + 10 = 13 + 10 = 23 \text{ thousand total employed} \]
\[ S_{\text{domestic}} = 9 + W = 9 + 6.50 = 15.5 \text{ thousand domestic workers employed} \]
\[ S_{\text{immigrants}} = S_{\text{total}} - S_{\text{domestic}} = 23 - 15.5 = 7.5 \text{ thousand immigrants} \]

After immigration, the equilibrium wage is $6.50 per hour. Twenty-three thousand workers will be hired, of which there are 15,500 domestic workers and 7,500 immigrant workers.
Chapter 11

Review Questions

1. With an implicit labor-market contract, which is not legally enforceable, the punishment for cheating is that the other party terminates the employment relationship. Therefore, the principle underlying self-enforcement is that both parties must lose if the relationship is terminated. For both parties to lose, workers must be paid above what they could get elsewhere but below what they are worth to the employer. The latter conditions imply the existence of a surplus (a gap between marginal revenue product and alternative wages) that is divided between employer and employee.

3. Compensation schemes, such as efficiency wages, deferred payments, and tournaments, are made feasible by an expected long-term attachment between worker and firm. If small firms do not offer long enough job ladders to provide for career-long employment, long-term attachments will become less prevalent and the above three schemes less feasible. The growth of small firms, then, may mean more reliance on individual or group output-based pay schemes (or on closer supervision).

5. If management already has power over workers because workers’ ability to go to other jobs is severely limited by unemployment or monopsony, then low wages may result. However, paying low wages is definitely not the way to acquire power if management currently lacks it. Underpaid workers have no incentives to tolerate demanding requirements from management, because their current job is not better (and may be worse) than one they could find elsewhere. However, if workers are paid more by one firm than they could get elsewhere, they will tolerate heavy demands from their supervisors before deciding to quit. One way to acquire power over workers, therefore, is to overpay, not underpay, them.

7. The compensation scheme that pays workers less than they are worth initially, and more than they are worth later on, could result in this outcome. Older workers end up getting pay that is high relative to their productivity, and when they have to find another employer, their pay drops substantially. Younger workers, who are lower-paid under this scheme to begin with, do not experience such a drop in wages.

9. For strong performance incentives, the performance measure upon which pay is based (stock prices) must be strongly affected by CEO effort. The problem with using stock options as a performance measure is that they are affected by overall market conditions (both in the stock market and in the product market) as well as by CEO efforts to enhance the company’s performance relative to its competitors. A bonus, if awarded based on the CEO’s success in boosting the firm’s relative performance, is superior in terms of incentives.
Problems

1. Charlie’s employer will pay him $6 per hour. Increasing his wage from $5 to $6 per hour induces enough extra output to cause revenue to climb from $8 to $9.50—that is, a raise of $1 per hour yields $1.50 per hour in extra output, so the employer benefits from increasing his wage from $5 to $6. Increasing his wage beyond $6 per hour won’t benefit his employer. An increase from $6 to $7 induces an increase in output from $9.50 to $10.25—only 75 cents per hour, not enough to pay for a $1 per hour increase in his wage.

3. a. The employer will hire such that the wage = \( MRP \). If the wage rate is $5 per hour, the employer will want to hire 15 workers.
b. If the wage rate is $6 per hour, with the new marginal product of labor, the employer will want to hire 16 workers.
c. At a higher wage rate, the employer will want to hire more workers because the marginal productivity of labor increased with the higher (“efficiency”) wage rate.

Chapter 12

Review Questions

1. Labor market discrimination is said to exist when workers who are productively equivalent are systematically paid different wages based on their race or ethnicity (or some other demographic characteristic unrelated to productivity). Because simple averages of earnings do not control for these characteristics, we cannot tell from them if labor market discrimination exists (Chinese and Japanese Americans, for example, may have average productive characteristics that greatly exceed those of white Americans).

3. Wage discrimination in the labor market is present when workers with the same productive characteristics are systematically paid differently because of the demographic group to which they belong. The critical issue in judging discrimination in this case is whether male and female high school teachers have the same productive characteristics.

One area of information we would want to obtain concerns the human capital characteristics: do male and female teachers have the same levels of education and experience, and do they teach in comparable fields? A second area of information concerns working conditions. Are male teachers working longer hours (coaching sports or sponsoring clubs) or working in geographical areas that are associated with compensating wage differentials?

5. a. A wage subsidy paid to employers who hire disadvantaged black workers will shift the demand curve for such workers (stated in terms of the employee wage) to the right. This shift can cause employment to increase,
the wage rate paid to black disadvantaged workers to increase, or both. The mix of wage and employment changes will depend on the shape of the supply curve of these workers. The changes in wages and employment induced by the subsidy will tend to overcome the adverse effect on unskilled blacks of labor market discrimination.

b. Increasing the wages and employment opportunities of unskilled black workers will reduce incentives of these workers to invest in the training required to become skilled. Thus, one consequence of a wage subsidy just for unskilled black workers is that the subsidy may induce more to remain unskilled than would otherwise have been the case.

7. When nursing wages are raised above market-clearing levels, a surplus of nursing applicants will arise. The high wages, of course, will attract not only a large number of applicants but also a large number of very high-quality applicants; the fact that applicants are so plentiful allows the city to select only the best. Therefore, comparable worth may reduce the number of nursing jobs available, but it will also tend to increase the employment of high-quality nurses.

Since the wages of nurses are tied to those of building inspectors, the city will be very reluctant to raise the wages of building inspectors even if there are shortages. Rather than raising wages as a recruiting device for building inspectors, the city may be tempted to lower its hiring standards and to employ building inspectors it would previously have rejected. Thus, employment opportunities for low-quality building inspectors may be enhanced by the comparable worth law.

9. a. Wage discrimination exists when compensation levels paid to one demographic group are lower than those paid to another demographic group that is exactly comparable in terms of productive characteristics. Using this definition, there would be no discrimination because both men and women would receive equal yearly compensation while working. This equal yearly compensation would, in fact, result in a pension fund for each man and woman that would have exactly the same present value at retirement age. However, because women live longer than men, this retirement fund would be paid out over a longer period of time and thus would be paid out to retired women in smaller yearly amounts. The Supreme Court decision would require employers to put aside more pension funds for women, and it thus requires that working women have greater yearly compensation (while working) than comparable men.

b. The decision essentially mandates greater labor costs for women than for men of comparable productive characteristics, and by raising the firm’s costs of hiring women, it could give firms incentives to substitute male for female workers (or capital for female workers).

Problems

1. Assuming that workers of one gender remain in their jobs, the index of dissimilarity indicates the percentage of the other group that would have to
change occupations for the two genders to have equal occupational distributions. Assume that the males stay in the same jobs and then find the number of females in each job that would give them the same percentage distribution as males.

<table>
<thead>
<tr>
<th>Occupation</th>
<th>Actual Female Distribution</th>
<th>If Female % = Male %</th>
<th>No. Needing to Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>20</td>
<td>40% = 28</td>
<td>28 – 20 = 8</td>
</tr>
<tr>
<td>B</td>
<td>25</td>
<td>40% = 28</td>
<td>28 – 25 = 3</td>
</tr>
<tr>
<td>C</td>
<td>25</td>
<td>20% = 14</td>
<td>14 – 25 = –11</td>
</tr>
</tbody>
</table>

As this table shows, 11 females need to change jobs—these 11 leave occupation C and move into occupations A and B. Eleven females equal 15.7 percent of the total, which is the index of dissimilarity.

3. See the following figure.

\[ W_F/W_M = 1.08 \text{ when 200 women are hired at point } A. \]
\[ W_F/W_M = 1 \text{ when 2,000 women are hired at point } B. \]
\[ W_F/W_M = 0.8 \text{ when 7,000 women are hired at point } C. \]

Discrimination only hinders female workers in this market if there are more than 5,000 hired. In fact, discrimination goes in favor of female workers when there are fewer than 1,000 hired.

5. The third column in the following table gives the estimated salary for each job based on the number of Hay Points according the estimated regression for males. The fourth column gives the percentage difference between the female salary and the male salary, relative to the male salary.
Women, on average, are paid less than men with comparable Hay Point levels. As we see in the fourth column, the comparable worth gap appears to diminish with skill level.

7. The following graph shows the marginal product of labor. If the wage rate is $8 per hour, in the absence of discrimination, the employer would want to hire 12 workers. The profits to the employer would be equal to the area under the $MRRP_L$ (demand curve) above the (blue) horizontal wage line. If 12 workers are hired, this triangular area $ABC$ is calculated as $\frac{1}{2}(20 - 8)(12) = 72$.

If the employer discriminates and only hires 10 female workers, the profits can be calculated as the trapezoidal area $ABDF$, which is the sum of the triangle $AGF$ and the rectangle $BDFG$, as follows: Area $= \frac{1}{2}(20 - 10)(10) + (2)(10) = 50 + 20 = 70$.

Thus, if the employer discriminates and hires only 10 females, the discriminating employer is giving up $2 per hour in profits, which is the difference between the two areas ($CDF$).
Chapter 13

Review Questions

1. Since a reduction in the price of capital equipment will stimulate the purchase of capital equipment, a union should be concerned whether its members are gross complements or gross substitutes with capital. In the former case, the proposed policy (reducing the price of capital) would cause the demand for union members to rise, while in the latter, their demand would fall. Other things equal, the more rapidly the demand for labor is shifting out, the smaller will be the reduction in employment associated with any union-induced wage gain (assuming the collective bargaining agreement lies on the labor demand curve). Hence, unions representing groups that are gross complements (substitutes) with capital would benefit (lose) from the policy change.

   Evidence cited in the text suggests that capital and skilled labor may be gross complements, but capital and unskilled labor are gross substitutes. This suggests that union leaders representing the latter type of workers will be opposed to the legislation, while union leaders representing the former may favor it.

3. The provisions of the Jones Act affect the demand for labor in the U.S. shipping industry in at least two ways. First, the provision that 50 percent of all U.S. government cargo must be transported in U.S.-owned ships makes the price elasticity of demand for U.S. shipping in the output market less elastic. Second, the restriction that at least 90 percent of the crews of U.S. ships must be U.S. citizens reduces the ability of ship owners to substitute foreign seamen for U.S. citizens. Both changes cause the wage elasticity of demand for U.S. crew members to be less elastic than it would otherwise be.

   To the extent that the U.S. shipping industry is heavily unionized and there is little competition between union and nonunion crew members (a reasonable assumption), the wage elasticity of demand for union crew members would become less elastic under the Jones Act. As stressed in the text, inelastic labor demand curves permit unions to push for increases in their members’ wages without large employment losses, at least in the short run.

5. This law makes it more difficult and more costly to substitute capital for labor. Any worker replaced by capital (or another substitute factor of production) must be retrained and employed elsewhere in the firm, which clearly raises the cost of this substitution. Thus, this law tends to reduce the elasticity of demand for union labor, and it increases the ability of unions to raise wages without reducing their members’ employment very much.
7. Unions may raise worker productivity for several reasons. One of the more obvious is that as wages are increased, firms cut back employment and substitute capital for labor. Both actions tend to raise the marginal productivity of labor. To survive in a competitive market, profit-maximizing firms must raise the marginal productivity of labor whenever wages increase.

Another reason unions raise productivity is that the high wages unionized employers offer attract a large pool of applicants, and employers are able to select the best applicants. Moreover, the reduction in turnover that we observe in unionized plants increases firms’ incentives to provide specific training to their workers, and the seniority system that unions typically implement encourages older workers to help train younger workers (they can do so without fear that the younger workers will compete for their jobs when fully trained).

Because many of these sources of increased productivity are responses by firms to higher wages, they tend to mitigate the effects of unionization on costs. Some nonunion firms deliberately pay high wages to attract and retain able employees, and they often pursue this strategy even without the implicit threat of becoming unionized. However, the fact that firms generally pay the union wage only after their employees become organized suggests that they believe unions raise labor costs to a greater extent than they raise worker productivity.

What the quotation in question 7 overlooks is that increases in productivity must be measured against increases in costs. If unions enhance productivity to a greater extent than they increase costs of production, then clearly, employers should take a much less antagonistic approach to unions. If, however, enhancements in labor productivity are smaller than increases in labor costs, employer profitability will decline under unionization.

Problems

1. Set the employer concession schedule equal to the union resistance curve and solve for $W$:

$$1 + .02S = 5 + .02S - .01S^2$$

simplifies to $0.01S^2 = 4$, or $S^2 = 400$, or $S = 20$ days. Plugging $S$ into the equations yields $W = 1.4$ percent.

3. The relative wage advantage is $R = (W_{union} - W_{nonunion})/W_{nonunion} = ($10 - $8)/$8 = .25. Union workers earn 25 percent more than nonunion workers. The absolute effect of the union cannot be determined because we don’t know what the wage of the unionized workers would be in the absence of the union. We don’t know the extent of spillover effects, threat effects, and wait unemployment, for example.
Both the company official and the union leader are correct. Currently at $7 per hour, the employers would like to hire 26 employees. If the union were successful with the wage negotiations, along with the growing demand, the firm would want to hire 27 employees. So the union leader is correct. But, if the union were not successful in its attempt to raise wages, the firm would want to hire 30 employees. So the company official is also correct. The effect of a successful wage negotiation in the presence of growing demand is to reduce the rate of growth of employment.

7. At a wage rate of $7.50, there will be 4,500 workers employed. The union relative wage advantage is $R = (8 - 7.5)/7.5 = .067$.

Chapter 14

Review Questions

1. The two policy goals are not compatible in the short run. An increase in unemployment compensation benefits reduces the costs to unemployed workers of additional job search; this will lead them to extend their duration of unemployment and search for better-paying jobs. In the short run, increasing unemployment compensation benefits will increase the unemployment rate.
In the long run, however, the two policy goals may be compatible. If the prolonged durations of job search lead to better matches of workers and jobs, the chances that workers will become unemployed in the future will diminish. That is, the better matches will reduce both the probability that workers will quit their jobs and the probability that they will be fired. This reduced probability of entering unemployment will reduce the unemployment rate in the long run. Whether the reduction in the unemployment rate due to the smaller incidence of unemployment outweighs the increase due to the longer spells of unemployment is an open question.

3. When a worker first becomes unemployed, he or she may be optimistic about employment opportunities and set a high reservation wage. However, if over time only very low wage offers are received, the individual may realize that the distribution of wage offers is lower than initially assumed. This revision of expectations would also cause a downward revision of the reservation wage.

In fact, even if workers’ initial perceptions about the distribution of wage offers were correct, this distribution might systematically shift down over time. For example, employers might use the length of time an individual had been unemployed as a signal of the individual’s relatively low productivity and might moderate wage offers accordingly. A systematically declining wage-offer distribution that arises for this reason would similarly cause reservation wages to decline as durations of unemployment lengthened.

5. This policy should have two effects on the unemployment rate. First, by reducing the value of benefits to unemployed workers, it should reduce the duration of their spells of unemployment. In other words, by taxing unemployment insurance benefits, the government is in effect reducing those benefits, and the reduction in benefits increases the marginal costs of remaining unemployed for an additional period of time. Thus, workers will tend to be less choosy about job offers they accept and should be induced to reduce the amount of time they spend searching for additional job offers. However, by reducing job search, the taxation of UI benefits may lead to poorer matches between worker and employer, thus creating higher turnover (and more unemployment) in the long run.

Second, because unemployed workers are now receiving less compensation from the government, those in jobs in which layoffs frequently occur will find them less attractive than they previously did. Employers who offer these jobs will have more difficulty attracting employees unless they raise wages (assuming workers have other job options). This compensating wage differential will act as a penalty for high layoff rates, and this penalty should induce firms to reduce layoffs to some extent. A reduced propensity to lay off workers, of course, should reduce the unemployment rate (other things being equal).

7. The level of unemployment is affected by flows into and out of the pool of unemployed workers. Restricting employers’ ability to fire workers will reduce the flow of workers into the pool, thus tending to reduce unemployment.
However, because these restrictions increase the costs of hiring workers (the costs of firing them are a quasi-fixed cost of employment), firms will tend to reduce their hiring of labor. This reduction will slow the flows out of the unemployed pool, so one cannot predict the overall effect of the restrictions on the unemployment rate.

Problems

1. To make the calculations easier, we can drop the millions terms. The initial unemployment rate is

\[
\frac{100 \times U}{U + E} = \frac{100 \times 10}{10 + 120} = 7.69 \text{ percent.}
\]

The initial labor force participation rate is

\[
\frac{100 \times (U + E)}{(U + E + N)} = \frac{100 \times (10 + 120)}{(10 + 120 + 70)} = 65.0 \text{ percent.}
\]

The new levels of the three measures (in millions) are as follows:

\[
\begin{align*}
U_1 &= U_0 + EU + NU - UE - UN = 10 + 1.8 + 1.3 - 2.2 - 1.7 = 9.2 \\
E_1 &= E_0 + UE + NE - EU - EN = 120 + 2.2 + 4.5 - 1.8 - 3.0 = 121.9 \\
N_1 &= N_0 + EN + UIN - NE - NU = 70 + 3.0 + 1.7 - 4.5 - 1.3 = 68.9
\end{align*}
\]

The new rates are:

Unemployment rate = \(100 \times 9.2/(131.1) = 7.02 \) percent

Labor force participation = \(100 \times 131.1/200 = 65.55 \) percent

3. See the following figure.

![Weekly Unemployment Insurance Benefits (B)](image)

Case 1: If wage = $100, then the worker receives the minimum, \(B = 200\), and the replacement rate is \(B/W = 200/100 = 2\).

Case 2: If wage = $500, then the worker receives \(B = .5 \times 500 + 100 = 350\), and the replacement rate is \(350/500 = .7\).

Case 3: If wage = $2,000, then the worker receives the maximum, \(B = 500\), and the replacement rate is \(500/2,000 = .25\).
5. The graph is as follows:

If the firm’s layoff experience is below $l_{\text{min}}$, the firm pays the minimum tax rate. After the firm’s layoff experience reaches the critical value of $l_{\text{min}}$, the firm’s UI tax rate rises with increased layoff experience until it reaches the maximum tax rate.

To calculate the firm’s critical value of layoff experience ($l_{\text{min}}$):

$$1.5 = 0.1 + 2.4 l_{\text{min}} \rightarrow l_{\text{min}} = 0.58 \text{ percent}$$

To calculate the firm’s ceiling value of layoff experience ($l_{\text{max}}$):

$$6.2 = 0.1 + 2.4 l_{\text{max}} \rightarrow l_{\text{max}} = 2.54 \text{ percent}$$

---

**Chapter 15**

**Review Questions**

1. Increasing the investment tax credit reduces the price of capital and therefore has two possible effects on the demand for labor. If labor and capital are complements in production or are gross complements, then the tax credit will shift the labor demand curve to the right and tend to increase wages and employment. If, however, capital and labor are gross substitutes, then this tax credit could result in a decreased demand for labor.

We learned from chapter 4 that capital and unskilled labor are more likely to be substitutes in production than are skilled labor and capital;
therefore, this investment tax credit is more likely to negatively affect the demand for unskilled labor than for skilled labor. If so, there will be more downward pressure on the wages of unskilled workers, and the resulting decline in the relative wages of the lowest-paid workers tends to widen the dispersion of earnings.

3. Forbidding employers to replace striking workers will have ambiguous effects on the dispersion of earnings. On the one hand, we know that forbidding striker replacement should increase the power of unions to raise the wages of their members, and we know that unions have historically raised the wages of less-skilled members relative to the wages of those who are more skilled. Thus, if union power is enhanced, the primary beneficiaries will be lower-skilled union workers, and this effect should tend to equalize the distribution of earnings.

On the other hand, we need to consider the effects on those who would have worked as replacements. We know that unions are more prevalent in large firms, which pay higher wages anyway, and we can suppose that workers who wish to work as replacements are attracted to these jobs because they can improve their earnings. By encouraging higher wages in large, unionized firms, forbidding striker replacement could cause a spillover effect that reduces wages in the nonunionized sector. Thus, prohibiting striker replacement may actually drive down wages paid to those now in the small-firm, nonunion sector and create a greater dispersion in earnings.

5. Increasing the subsidy guaranteed to those who do not work, but holding constant a nonzero effective wage rate, will clearly cause a reduction in labor supply. This reduction will take two forms: some who worked before may decide to withdraw from the labor force, and some who worked before may reduce their hours of work. These two forms of labor supply reduction have quite different effects on the distribution of earnings.

It is reasonable to suppose that the expected labor supply reductions will come mainly from workers with the lowest level of earnings. Thus, when labor force withdrawal takes place, those with the lowest earnings are leaving the labor force, and this withdrawal will tend to equalize the distribution of earnings (those at the lower end exit from the distribution).

Reduced hours of work among those who continue in the labor force, however, will have the opposite effect on the distribution of earnings if this labor supply response is also focused among those with the lowest level of earnings. Reductions in working hours will lower the earnings of these low-wage workers further, which will tend to widen the dispersion of earnings.

Therefore, while this increased generosity of the negative income tax program serves to equalize the distribution of income (which includes the subsidies), the labor supply responses can tend to either narrow or widen the dispersion of earnings.
7. Proposal “a” increases the cost of employing high-wage (skilled) labor and capital. This will have ambiguous effects on the demand curve for unskilled workers. On the one hand, it will tend to cause unskilled workers to be substituted for skilled workers and/or capital (assuming they are substitutes in production). On the other hand, the costs of production rise and the scale effect will tend to reduce both output and the demand for all workers (including the unskilled).

If the substitution effect dominates, the demand curve for the unskilled shifts to the right, tending to increase their employment and wage rate. If the scale effect dominates (or if the unskilled are complements in production with skilled labor and capital), then the demand curve for them shifts left, and their wage rate and employment level would decrease.

Proposal “b” cuts the cost of employing all labor, but the percentage decrease is greatest for the low-paid (unskilled). Thus, the proposal cuts the cost of unskilled labor relative to that of both capital and skilled labor. This will unambiguously shift the demand for unskilled labor to the right (keeping the employee wage on the vertical axis), because both the scale and the substitution effects work in the same direction. This will tend to increase both unskilled employment and the wages received by unskilled employees.

Proposal “b” is better for accomplishing the government’s goal of improving the earnings of the unskilled, because the scale effect tends to increase, not reduce, the demand for their services.

**Problems**

1. (Appendix) First, order the students by income to find the poorest 20 percent, next poorest 20 percent, middle 20 percent, next richest 20 percent, and richest 20 percent (see the following table). Then, find the total income—in this case, $344,000. Divide the income in each 20 percent group by the total income to find its share of income. Finally, calculate the cumulative share of income.

   Now graph this information, making sure that the cumulative share of income goes on the vertical axis and cumulative share of households goes on the horizontal axis (see the following figure). (An even more precise Lorenz curve can be graphed by breaking the data into tenths rather than fifths.)

   To find the Gini coefficient, use the method outlined in the appendix to find the area below the Lorenz curve. This area equals .1 plus the area of the four rectangles whose bases are .2 and whose heights are the cumulative shares of income for the first four income groups. Area = .1 + (.2 × .128) + (.2 × .302) + (.2 × .494) + (.2 × .703) = .1 + .3254 = .4254. The Gini coefficient equals (0.5 – area under the Lorenz curve)/0.5 = (0.5 – .4254)/0.5 = .1492.
<table>
<thead>
<tr>
<th>Name</th>
<th>Income</th>
<th>Share of Income</th>
<th>Cumulative Share of Income</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Bottom 20%</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Billy</td>
<td>$20,000</td>
<td>$44,000/$344,000 = .128</td>
<td>.128</td>
</tr>
<tr>
<td>Kasia</td>
<td>$24,000</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Second 20%</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rose</td>
<td>$29,000</td>
<td>$60,000/$344,000 = .174</td>
<td>.128 + .174 = .302</td>
</tr>
<tr>
<td>Charlie</td>
<td>$31,000</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Middle 20%</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yukiko</td>
<td>$32,000</td>
<td>$66,000/$344,000 = .192</td>
<td>.302 + .192 = .494</td>
</tr>
<tr>
<td>Nina</td>
<td>$34,000</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Fourth 20%</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thomas</td>
<td>$35,000</td>
<td>$72,000/$344,000 = .209</td>
<td>.494 + .209 = .703</td>
</tr>
<tr>
<td>Raul</td>
<td>$37,000</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Top 20%</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Becky</td>
<td>$42,000</td>
<td>$102,000/$344,000 = .297</td>
<td>.703 + .297 = 1.000</td>
</tr>
<tr>
<td>Willis</td>
<td>$60,000</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
3. a.

![Ratio of Earnings at Given Percentiles](image)

b. All of the earnings ratios fell from 1990 to 2005. The fact that the fall in the 90:50 ratio was smaller than the fall in the 50:10 ratio indicates that the move toward equality was smaller at the upper end of the earnings distribution than at the lower end.

5.

![Lorenz Curve for U.S. Income (2005)](image)

Calculating the Gini coefficient involves breaking the area under the Lorenz curve into a series of triangles and rectangles, as shown in the appendix (Figure 15A.3). We know that the area of the five triangles sums to 0.1 \((.2 \times 1 \times .5)\). With the income distribution in this problem, the areas of the rectangles are calculated as follows:

\[
(.2 \times .034) + (.2 \times .120) + (.2 \times .266) + (.2 \times .496) = .1832.
\]

Thus, the area under the Lorenz curve is .2832 \((.1 + .1832)\), and the Gini coefficient is calculated as follows:

\[
(.5 - .2832)/.5 = .4336.
\]
Chapter 16

Review Questions

1. Comparative advantage is driven by the internal opportunity costs of producing the two goods—the trade-off that must be made in obtaining more of one good—not by differences in per-capita wealth or consumption. Thus, the population of B is irrelevant to the analysis.

3. The availability of cheaper foreign labor creates both a substitution and a scale effect. The substitution of foreign for American production workers clearly reduces employment in the United States, and the size of the employment loss depends on how easily it is to substitute foreign for American workers. The size of the substitution effect also depends in part on the elasticity of the labor supply curve of Americans in this industry. If the supply curve is elastic, Americans will readily leave the industry and their wages will not fall by much; if it is relatively inelastic, American wages will fall and this could make the substitution effect smaller.

There will be a scale effect, however. As alarm systems fall in price, more Americans may buy them—increasing the demand for workers who are complements in production with those overseas: installers, sales people, and those who monitor and repair the systems. The scale effect will be larger if the demand for alarms is more elastic and if the share of total cost that is tied to production workers is larger.

5. As discussed in the text, the number of jobs in a society depends on how well supply and demand are equated in the labor market—not on a society’s technology or its level of trade. Trade depends on comparative advantage, which in turn depends on the internal opportunity costs of producing goods and services (see Review Question 1).

7. The answer to this is similar to the answer to Review Question 4. Economic theory does suggest that by allowing greater specialization based on comparative advantage, reducing trade barriers will increase the overall consumption that is possible in the countries that trade. The goal of a society, however, is not to maximize consumption; it is to maximize the utility of individuals. If, as we discussed at the end of chapter 4, some policy change increased the income of the richest man in society by $1 billion but reduced the income of one million poor people by $500 each, the total income in society would rise by $500 million; however, the utility gains to the richest man may be close to nil, while the utility losses of the million poor people who lose $500 may be much larger. This $500 million gain in income would therefore be accompanied by an overall loss in utility. Given that we cannot measure utility, the only way we can find out if society has gained in utility levels is to see if the gainers (in this case, the richest man) would be willing to give $500 to each of the losers; if he is willing and makes the payments, then the losers are held
harmless—and there is a gainer without any losers (so the transaction would meet the Pareto criteria discussed in chapter 1).

Problems

1. a. In Country M, 60 million refrigerators would be given up in order to produce 50 million bicycles. The opportunity cost of each bicycle is 60/50, or 1.2, refrigerators. In Country N, 50 million refrigerators would be given up in order to produce 75 million bicycles. The opportunity cost of each bicycle is 50/75, or 0.67, refrigerators.

In Country M, 50 million bicycles would have to be given up to produce 60 million refrigerators, so the opportunity cost of refrigerators is 50/60, or 0.83, bicycles. In Country N, 75 million bicycles would have to be given up to produce 50 million refrigerators, so the opportunity cost of refrigerators is 75/50, or 1.5, bicycles.

b. Country N has a comparative advantage in bicycles because the opportunity cost of bicycles is lower in Country N. That is, fewer refrigerators would be given up for each bicycle produced.

c. Yes, the two countries should trade. Country N should produce bicycles and Country M should produce refrigerators.

3. In the rich country, the marginal productivity of customer services representatives is

$$MP_L = 17 - .6L = 17 - .6(10) = 11.$$  

In the poor country, the marginal productivity of customer services representatives is

$$MP_L = 11 - .8L = 11 - .8(5) = 7.$$  

Comparing the ratio of wages to marginal productivity in the two countries:

Rich country: \(W/MP_L = \$20/11 = \$1.82\) per unit  
Poor country: \(W/MP_L = \$10/7 = \$1.43\) per unit

In the poor country, the marginal cost of a unit of service is \$1.43, while in the rich country it is \$1.82 per unit. Thus, a firm in a rich country thinking of moving 1,000 jobs to the poor country could reduce costs by doing so. If it did move 1,000 jobs, \(MP_L\) in the rich country would rise to \(17 - .6(9) = 11.6\). \(MP_L\) in the poor country would fall to \(11 - .8(6) = 6.2\). So even with 1,000 jobs moved, the per-unit cost in the rich country (at 20/11.6 = 1.72) is still above that in the poor country (10/6.2 = 1.61). Thus, the firm would want to consider moving more than 1,000 jobs to the poorer country.
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This chapter employs human capital theory to explore the demand for education and the relationship between education and pay. This appendix uses the hedonic theory of wages (introduced in chapter 8) to more formally explore the factors underlying the positive association between wage and educational levels. Thus, it treats the higher pay associated with a higher education level as a compensating wage differential.

Unless education is acquired purely for purposes of consumption, people will not undertake an investment in education or training without the expectation that by so doing, they can improve their stream of lifetime earnings or psychic rewards. In order to obtain these higher benefits, however, employers must be willing to pay for them. Therefore, it is necessary to examine both sides of the market to fully understand the prediction made over 200 years ago by Adam Smith that wages rise with the “difficulty and expense” of learning the job.¹

**Supply (Worker) Side**

Consider a group of people who have chosen sales as a desired career. These salespersons-to-be have a choice of how much education or training to invest in, given their career objectives. In making this choice, they will have to weigh the returns against the costs. Crucial to this decision is how the actual returns compare with the returns each would require in order to invest.

Figure 9B.1 shows the indifference curves between yearly earnings and education for two workers, A and B. To induce A or B to acquire X years of education would require the assurance of earning \( W_x \) after beginning work. However, to induce A to increase his or her education beyond X years (holding utility constant)

¹See Adam Smith, *Wealth of Nations* (New York: Modern Library, 1937), book 1, chapter 10. The five “principal circumstances” listed by Smith as affecting wages were first discussed in this text in chapter 8.
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would require a larger salary increase than B would require. A’s greater aversion to making educational investments could be explained in several ways. Person A could be older than B, thus having higher forgone earnings and fewer years over which to recoup investment costs. Person A could be more present-oriented and thus more inclined to discount future benefits heavily or could have less ability in classroom learning or a greater dislike of schooling. Finally, A may find it more difficult to finance additional schooling. Whatever the reason, this analysis points up the important fact that people differ in their propensity to invest in schooling.

Demand (Employer) Side

On the demand side of the market, employers must consider whether they are willing to pay higher wages for better-educated workers. If they are, they must also decide how much to pay for each additional year. Figure 9B.2 illustrates employers’ choices about the wage/education relationship. Employers Y and Z are both willing to pay more for better-educated sales personnel (to continue our example) because they have found that better-educated workers are more productive.\(^2\) Thus, they can achieve the same profit level by paying either lower

---

\(^2\)Whether schooling causes workers to be more productive or simply reflects—or signals—higher productivity is not important at this point.
wages for less-educated workers or higher wages for more-educated workers. Their isoprofit curves are thus upward-sloping (see chapter 8 for a description of isoprofit curves).

The isoprofit curves in Figure 9B.2 have three important characteristics:

1. For each firm, the curves are concave; that is, they get flatter as education increases. This concavity results from the assumption that at some point, the added benefits to the employer of an additional year of employee schooling begin to decline. In other words, we assume that schooling is subject to diminishing marginal productivity.

2. The isoprofit curves are the zero-profit curves. Neither firm can pay higher wages for each level of education than those indicated on the curves; if they did so, their profits would be negative and they would cease operations.

3. The added benefits from an extra year of schooling are smaller in firm Y than in firm Z, causing Y to have a flatter isoprofit curve. Firm Y, for example, may be a discount department store in which “selling” is largely a matter of working a cash register. While better-educated people may be more productive, they are not too much more valuable than less-educated people; hence, firm Y is not willing to pay them much more. Firm Z, on the other hand, may sell technical instruments for which a knowledge of physics and customer engineering problems is needed. In firm Z, additional education adds a relatively large increment to worker productivity.
Market Determination of the Education/Wage Relationship

Putting both sides of the market for educated workers together, it is clear that the education/wage relationship will be positive, as indicated in Figure 9B.3. Worker A will work for Y, receiving a wage equal to $W_{AY}$ and obtaining $X_1$ years of education. The reason for this matching is simple. Firm Z cannot pay higher wages (for each level of education) than those shown on the isoprofit curve in Figure 9B.3, for the reasons noted earlier. Clearly, then, worker A could never derive as much utility from Z as he or she could from Y; working for firm Z would involve a loss of utility to worker A. For similar reasons, worker B will accept work with firm Z, obtain $X_2$ years of schooling, and receive higher pay ($W_{BZ}$).

When examined from an overall social perspective, the positive wage/education relationship is the result of a very sensible sorting of workers and employers performed by the labor market. Workers with the greatest aversion to investing in education (A) will work for firms where education adds least to employee productivity (Y). People with the least aversion to educational investment (B) are hired by those firms most willing to pay for an educated workforce (Z).

Given the assertion by the critics of the human capital view of education that education adds nothing to worker productivity, it is interesting to consider the implications of an unwillingness by employers to pay higher wages to workers with more education. If employers were unwilling to pay higher wages for more-educated workers, no education-related differentials would exist and employer isoprofit
curves would be horizontal. Without a positive education/wage relationship, employees would have no incentive to invest in an education (see Figure 9B.4). The fact that educational wage differentials exist and that workers respond to them when making schooling decisions suggests that for some reason or other, employers are willing to pay higher wages to more-educated workers.

<table>
<thead>
<tr>
<th>Year</th>
<th>Rate</th>
<th>Year</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1946</td>
<td>3.9</td>
<td>1978</td>
<td>6.1</td>
</tr>
<tr>
<td>1947</td>
<td>3.9</td>
<td>1979</td>
<td>5.8</td>
</tr>
<tr>
<td>1948</td>
<td>3.9</td>
<td>1980</td>
<td>7.1</td>
</tr>
<tr>
<td>1949</td>
<td>5.9</td>
<td>1981</td>
<td>7.6</td>
</tr>
<tr>
<td>1950</td>
<td>5.3</td>
<td>1982</td>
<td>9.7</td>
</tr>
<tr>
<td>1951</td>
<td>3.3</td>
<td>1983</td>
<td>9.6</td>
</tr>
<tr>
<td>1952</td>
<td>3.1</td>
<td>1984</td>
<td>7.5</td>
</tr>
<tr>
<td>1953</td>
<td>2.9</td>
<td>1985</td>
<td>7.2</td>
</tr>
<tr>
<td>1954</td>
<td>5.6</td>
<td>1986</td>
<td>7.0</td>
</tr>
<tr>
<td>1955</td>
<td>4.4</td>
<td>1987</td>
<td>6.2</td>
</tr>
<tr>
<td>1956</td>
<td>4.2</td>
<td>1988</td>
<td>5.5</td>
</tr>
<tr>
<td>1957</td>
<td>4.3</td>
<td>1989</td>
<td>5.3</td>
</tr>
<tr>
<td>1958</td>
<td>6.8</td>
<td>1990</td>
<td>5.6</td>
</tr>
<tr>
<td>1959</td>
<td>5.5</td>
<td>1991</td>
<td>6.8</td>
</tr>
<tr>
<td>1960</td>
<td>5.6</td>
<td>1992</td>
<td>7.5</td>
</tr>
<tr>
<td>1961</td>
<td>6.7</td>
<td>1993</td>
<td>6.9</td>
</tr>
<tr>
<td>1962</td>
<td>5.6</td>
<td>1994†</td>
<td>6.1</td>
</tr>
<tr>
<td>1963</td>
<td>5.7</td>
<td>1995†</td>
<td>5.6</td>
</tr>
<tr>
<td>1964</td>
<td>5.2</td>
<td>1996†</td>
<td>5.4</td>
</tr>
<tr>
<td>1965</td>
<td>4.6</td>
<td>1997†</td>
<td>4.9</td>
</tr>
<tr>
<td>1966</td>
<td>3.8</td>
<td>1998†</td>
<td>4.5</td>
</tr>
<tr>
<td>1967</td>
<td>3.8</td>
<td>1999†</td>
<td>4.2</td>
</tr>
<tr>
<td>1968</td>
<td>3.6</td>
<td>2000†</td>
<td>4.0</td>
</tr>
<tr>
<td>1969</td>
<td>3.5</td>
<td>2001†</td>
<td>4.7</td>
</tr>
<tr>
<td>1970</td>
<td>4.9</td>
<td>2002†</td>
<td>5.8</td>
</tr>
<tr>
<td>1971</td>
<td>5.9</td>
<td>2003†</td>
<td>6.0</td>
</tr>
<tr>
<td>1972</td>
<td>5.6</td>
<td>2004†</td>
<td>5.5</td>
</tr>
<tr>
<td>1973</td>
<td>4.9</td>
<td>2005†</td>
<td>5.1</td>
</tr>
<tr>
<td>1974</td>
<td>5.6</td>
<td>2006†</td>
<td>4.6</td>
</tr>
<tr>
<td>1975</td>
<td>8.5</td>
<td>2007</td>
<td>4.6</td>
</tr>
<tr>
<td>1976</td>
<td>7.7</td>
<td>2008</td>
<td>5.8</td>
</tr>
<tr>
<td>1977</td>
<td>7.1</td>
<td>2009</td>
<td>9.3</td>
</tr>
</tbody>
</table>

**Note:** The rates shown from 1967 on relate to those over 16 years of age, and the prior data relate to those over 14. The differences between the rates for those over 14 and over 16 in the years where both were computed are very small.

†In 1994, changes were made in the Current Population Survey, upon which estimates of unemployment are based, that increased the reported unemployment rate by 0.5 percentage points. Increases were especially noticeable among women, teenagers, and the elderly. Definitions did not change, but the new questionnaire apparently led more respondents to report that they were actively engaged in search of a job or were on layoff status. Thus, data for 1994 and beyond are not directly comparable to those for earlier years.

Employment Distribution by Major Nonfarm Sector, 1954–2010
(data displayed graphically in Figure 2.3 on page 30)

<table>
<thead>
<tr>
<th>Year</th>
<th>Goods-Producing Industries* (%)</th>
<th>Nongovernment Services (%)</th>
<th>Government Services (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1954</td>
<td>37.7</td>
<td>48.3</td>
<td>14.0</td>
</tr>
<tr>
<td>1964</td>
<td>33.8</td>
<td>49.6</td>
<td>16.6</td>
</tr>
<tr>
<td>1974</td>
<td>29.8</td>
<td>52.0</td>
<td>18.2</td>
</tr>
<tr>
<td>1984</td>
<td>24.9</td>
<td>58.1</td>
<td>17.0</td>
</tr>
<tr>
<td>1994</td>
<td>19.9</td>
<td>63.2</td>
<td>16.9</td>
</tr>
<tr>
<td>2004</td>
<td>16.6</td>
<td>67.0</td>
<td>16.4</td>
</tr>
<tr>
<td>2010</td>
<td>13.8</td>
<td>68.9</td>
<td>17.3</td>
</tr>
</tbody>
</table>

*Manufacturing, construction, and mining


Table 2.4
Unemployment and Long-Term Unemployment, Selected European and North American Countries, 2007

<table>
<thead>
<tr>
<th></th>
<th>Unemployment Overall Rate (%)</th>
<th>Percent of Unemployed Out of Work &gt; One Year (%)</th>
<th>Unemployment Long-Term Rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Belgium</td>
<td>7.5</td>
<td>50.0</td>
<td>3.8</td>
</tr>
<tr>
<td>Canada</td>
<td>6.0</td>
<td>7.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Denmark</td>
<td>3.8</td>
<td>18.2</td>
<td>0.7</td>
</tr>
<tr>
<td>France</td>
<td>8.3</td>
<td>40.4</td>
<td>3.4</td>
</tr>
<tr>
<td>Germany</td>
<td>8.4</td>
<td>56.6</td>
<td>4.8</td>
</tr>
<tr>
<td>Ireland</td>
<td>4.6</td>
<td>30.3</td>
<td>1.4</td>
</tr>
<tr>
<td>Netherlands</td>
<td>3.2</td>
<td>41.7</td>
<td>1.3</td>
</tr>
<tr>
<td>Norway</td>
<td>2.5</td>
<td>8.5</td>
<td>0.2</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>5.3</td>
<td>24.5</td>
<td>1.3</td>
</tr>
<tr>
<td>United States</td>
<td>4.6</td>
<td>10.0</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Source: OECD, Employment Outlook (Paris: OECD, 2009), Tables A and G.
**Table 6.1**

Labor Force Participation Rates of Females in the United States over 16 Years of Age, by Marital Status, 1900–2008 (Percentage)

<table>
<thead>
<tr>
<th>Year</th>
<th>All Females</th>
<th>Single</th>
<th>Widowed, Divorced</th>
<th>Married</th>
</tr>
</thead>
<tbody>
<tr>
<td>1910</td>
<td>20.6</td>
<td>45.9</td>
<td>32.5</td>
<td>5.6</td>
</tr>
<tr>
<td>1920</td>
<td>25.5</td>
<td>54.0</td>
<td>34.1</td>
<td>10.7</td>
</tr>
<tr>
<td>1930</td>
<td>25.3</td>
<td>55.2</td>
<td>34.4</td>
<td>11.7</td>
</tr>
<tr>
<td>1940</td>
<td>26.7</td>
<td>53.1</td>
<td>33.7</td>
<td>13.8</td>
</tr>
<tr>
<td>1950</td>
<td>29.7</td>
<td>53.6</td>
<td>35.5</td>
<td>21.6</td>
</tr>
<tr>
<td>1960</td>
<td>37.7</td>
<td>58.6</td>
<td>41.6</td>
<td>31.9</td>
</tr>
<tr>
<td>1970</td>
<td>43.3</td>
<td>56.8</td>
<td>40.3</td>
<td>40.5</td>
</tr>
<tr>
<td>1980</td>
<td>51.5</td>
<td>64.4</td>
<td>43.6</td>
<td>49.8</td>
</tr>
<tr>
<td>1990</td>
<td>57.5</td>
<td>66.7</td>
<td>47.2</td>
<td>58.4</td>
</tr>
<tr>
<td>2000</td>
<td>59.9</td>
<td>68.9</td>
<td>49.0</td>
<td>61.1</td>
</tr>
<tr>
<td>2008</td>
<td>59.5</td>
<td>65.3</td>
<td>49.2</td>
<td>61.4</td>
</tr>
</tbody>
</table>


**Table 6.2**

Labor Force Participation Rates for Males in the United States, by Age, 1900–2008 (percentage)

<table>
<thead>
<tr>
<th>Year</th>
<th>14–19</th>
<th>16–19</th>
<th>20–24</th>
<th>25–44</th>
<th>45–64</th>
<th>Over 65</th>
</tr>
</thead>
<tbody>
<tr>
<td>1900</td>
<td>61.1</td>
<td>91.7</td>
<td>96.3</td>
<td>93.3</td>
<td>68.3</td>
<td></td>
</tr>
<tr>
<td>1910</td>
<td>56.2</td>
<td>91.1</td>
<td>96.6</td>
<td>93.6</td>
<td>58.1</td>
<td></td>
</tr>
<tr>
<td>1920</td>
<td>52.6</td>
<td>90.9</td>
<td>97.1</td>
<td>93.8</td>
<td>60.1</td>
<td></td>
</tr>
<tr>
<td>1930</td>
<td>41.1</td>
<td>89.9</td>
<td>97.5</td>
<td>94.1</td>
<td>58.3</td>
<td></td>
</tr>
<tr>
<td>1940</td>
<td>34.4</td>
<td>88.0</td>
<td>95.0</td>
<td>88.7</td>
<td>41.5</td>
<td></td>
</tr>
<tr>
<td>1950</td>
<td>39.9</td>
<td>63.2</td>
<td>82.8</td>
<td>92.8</td>
<td>87.9</td>
<td>41.6</td>
</tr>
<tr>
<td>1960</td>
<td>38.1</td>
<td>56.1</td>
<td>86.1</td>
<td>95.2</td>
<td>89.0</td>
<td>30.6</td>
</tr>
<tr>
<td>1970</td>
<td>35.8</td>
<td>56.1</td>
<td>80.9</td>
<td>94.4</td>
<td>87.3</td>
<td>25.0</td>
</tr>
<tr>
<td>1980</td>
<td>35.8</td>
<td>56.1</td>
<td>80.9</td>
<td>93.0</td>
<td>80.5</td>
<td>17.7</td>
</tr>
<tr>
<td>1990</td>
<td>35.8</td>
<td>56.1</td>
<td>80.9</td>
<td>93.0</td>
<td>80.5</td>
<td>17.7</td>
</tr>
<tr>
<td>2000</td>
<td>35.8</td>
<td>56.1</td>
<td>80.9</td>
<td>93.0</td>
<td>80.5</td>
<td>17.7</td>
</tr>
<tr>
<td>2008</td>
<td>35.8</td>
<td>56.1</td>
<td>80.9</td>
<td>93.0</td>
<td>80.5</td>
<td>17.7</td>
</tr>
</tbody>
</table>

**Table 12.4**


<table>
<thead>
<tr>
<th>Year</th>
<th>Employment Ratio</th>
<th>Labor-Force Participation Rate</th>
<th>Unemployment Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Blacks (%)</td>
<td>Whites (%)</td>
<td>Blacks (%)</td>
</tr>
<tr>
<td>1970</td>
<td>71.9</td>
<td>77.8</td>
<td>77.6</td>
</tr>
<tr>
<td>1980</td>
<td>62.5</td>
<td>74.0</td>
<td>72.1</td>
</tr>
<tr>
<td>1990</td>
<td>61.8</td>
<td>73.2</td>
<td>70.1</td>
</tr>
<tr>
<td>2000</td>
<td>63.4</td>
<td>72.9</td>
<td>69.0</td>
</tr>
<tr>
<td>2009</td>
<td>53.7</td>
<td>66.0</td>
<td>65.0</td>
</tr>
</tbody>
</table>

**Women**

<table>
<thead>
<tr>
<th>Year</th>
<th>Employment Ratio</th>
<th>Labor-Force Participation Rate</th>
<th>Unemployment Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Blacks (%)</td>
<td>Whites (%)</td>
<td>Blacks (%)</td>
</tr>
<tr>
<td>1970</td>
<td>44.9</td>
<td>40.3</td>
<td>49.5</td>
</tr>
<tr>
<td>1980</td>
<td>46.6</td>
<td>48.1</td>
<td>53.6</td>
</tr>
<tr>
<td>1990</td>
<td>51.5</td>
<td>54.8</td>
<td>57.8</td>
</tr>
<tr>
<td>2000</td>
<td>58.7</td>
<td>57.7</td>
<td>63.2</td>
</tr>
<tr>
<td>2009</td>
<td>52.8</td>
<td>54.8</td>
<td>60.3</td>
</tr>
</tbody>
</table>

\(^a\)For 1970 and 1980, data on blacks include other racial minorities. Data in all years are for persons aged 16 or older.

Sources: U.S. Bureau of Labor Statistics, *Employment and Earnings* 17 (January 1971), Table A-1; 28 (January 1981), Table A-3; 38 (January 1991), Table 3; 48 (January 2001), Table 3; 57 (January 2010), Table 3.

**Table 13.1**

Union Membership and Bargaining Coverage, Selected Countries, 2004

<table>
<thead>
<tr>
<th>Country</th>
<th>Union Membership as a Percentage of Workers</th>
<th>Percentage of Workers Covered by a Collective Bargaining Agreement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>37</td>
<td>98</td>
</tr>
<tr>
<td>France</td>
<td>10</td>
<td>93</td>
</tr>
<tr>
<td>Sweden</td>
<td>81</td>
<td>93</td>
</tr>
<tr>
<td>Australia</td>
<td>25</td>
<td>83</td>
</tr>
<tr>
<td>Italy</td>
<td>35</td>
<td>83</td>
</tr>
<tr>
<td>Netherlands</td>
<td>23</td>
<td>83</td>
</tr>
<tr>
<td>Germany</td>
<td>25</td>
<td>68</td>
</tr>
<tr>
<td>Switzerland</td>
<td>18</td>
<td>43</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>31</td>
<td>33</td>
</tr>
<tr>
<td>Canada</td>
<td>28</td>
<td>32</td>
</tr>
<tr>
<td>Japan</td>
<td>22</td>
<td>18</td>
</tr>
<tr>
<td>United States</td>
<td>13</td>
<td>14</td>
</tr>
</tbody>
</table>